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Abstract: 
Hashing is an efficient algorithm in order to approximate nearest 
neighbor in large-scale image datasets. Learning Binary Code is 
one of the key steps to improve the performance of these 
algorithms, however, it is still a challenge in this area. This article 
has improved hashing algorithm performance with the use of 
appropriate inputs. In the proposed method,image features extract 
by local binary pattern Then, thay use as input vector of iterativa 
quantization (ITQ) that leads to more compact codes, less memory 
and lower computational cost. The reasons behind these 
achivements are the binary nature and proper functioning of the 
local binary pattern. Finally in order to rerank results based on 
most similarity to query image, bit importance reranking method 
is used and then big weights are assigned to important bits and 
small weights are assigned to minor bits and weighted hamming 
distance is used to compute similarity between query image and 
top results.To evaluate performance of proposed method we use 
CIFAR-10 and MNIST as dataset and precision 
vs recall curve as evaluation criteria. The simulations compare the 
new algorithm with three state of the art and along the line 
algorithms from three points of view; the hashing code size, 
memory space and computational cost, and the results 
demonstrate the effectiveness of the new approach. 
Key words: 
content-based image retrieval, large scale, local binary pattern, 
iterative quantization, hashing algorithm 

1. Introduction 

Increasing growth of images in all fields has led to creation 
of large databases of images. Because of this, we need to 
find a solution to conduct image retrieval process with high 
speed and accuracy. Images retrieval techniques can be 
divided into two general categories: 

• Text-based image retrieval 

• Content-based image retrieval 

In the first method, a keyword, caption or description be 
added to images in the database as meta-data. Search for 
similar results should be done based on these data. This 
method has problems that cause large number of 
undesirable retrieval results for the user such as language 
ambiguities including polysemy or sequenced, need to 
describe each image in the form of words, high costs and 

inefficiencies in large databases, human errors like spelling 
mistakes and lack of labeling in all concepts in an image.  

Due to the problems raised, researchers have begun to focus 
to provide efficient ways to perform content-based image 
retrieval. Content-based image retrieval includes a set of 
methods for processing visual characteristics of an image 
and search for similar images with that image in a database.  

The challenges of content-based image retrieval in large-
scale are high dimension of image descriptors, complexity 
and speed of search algorithms, which leads to an increase 
in memory requirements and a reduction in the speed of 
retrieval. 

Image descriptors should have high discriminative power 
and low computational cost. In addition, it should generate 
inputs for nearest neighbor search algorithms. Algorithms 
that have this goal include local features[28],bag of visual 
words , Fischer vector[19] and vector of locally aggregated 
descriptors.  

Search algorithms in high-dimensional databases should 
have high speed and accuracy. Due to the high volume of 
images in large databases, using  brute force matching 
techniques (matching the requested images with all images) 
are not practical. Given this challenge, the nearest neighbor 
estimation techniques were developed and we can point out 
to conquer and divide Approach, KDE Trees and hashing 
algorithm.  

Gong and Lozabnik[9][10] proposed a successful hashing 
technique. This is another simple and efficient method for 
finding the best rotation for the zero centerd data in order 
to minimize quantization error, when the data is mapped on 
the binary hypercube vertices. 

Appropriate feature extraction of the image plays an 
important role in the performance of this algorithm. Local 
features of an image are more appropriate candidates than 
the general features order to describe an image; because it 
has more discriminative power, but its computational cost 
is more than general features. Among the local feature 
extraction methods, local binary pattern is a good choice 
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due to the speed of production, binary nature, low 
computational cost and high discriminative power.  

This paper presents a method for large-scale content-based 
image retrieval using local binary pattern and iterative 
quantization hashing algorithm. In this method, the Local 
Binary Pattern is used to extract image features. Since this 
model uses statistical and structural features in a context, it 
is a powerful tool to describe an image. This descriptor has 
advantages such as tolerance to uniform changes and 
simplicity in computing. The extracted features in this stage 
should be given to the iterative quantization hashing 
algorithm as the input. After carrying out this algorithm, it 
produces a binary code with fewer dimensions. K binary 
code generated in this way are independent from each other. 
For the k bits cannot be determined which of them are more 
important. Bit importance reranking method is used to 
determine the importance of each bit and results based on 
the most similarity to the requested image will be displayed 
to the user. 

The structure of this paper is organized as 
follows: 

In the next section, the algorithms used in this paper will be 
discussed. The third part deals to provide observations and 
experiments and conclusions presented at the end. 

2. Background of theory 
Local Binary Pattern 

Local Binary Pattern operator has been introduced as a 
powerful descriptor for image texture[29]. This operator for 
each pixel generates a binary number according to the label 
adjacent pixels of 3 × 3. Labels obtained with the threshold 
value of neighboring pixels with center pixel values. In this 
case, number 1 should be given to the pixels which are 
greater than or equal to the amount of central pixel values 
and number 0 should be given to the pixels which are 
smaller than the central pixel values. These labels then 
placed on a rotating basis together and an 8-bit number 
would be formed. The function of this operator is shown in 
Figure 1.  

LBP operator restrictions based small neighborhood of 3 × 
3 that causes that it cannot dominate the images on a large 
scale. For this purpose, this operator was raised by a 
developing neighborhood that appears as a circle with 
radius R pixels on the P pixels. The operator is displayed as 
𝐿𝐿𝐿𝐿𝐿𝐿𝑃𝑃,𝑅𝑅 and can be up to 2𝑃𝑃different values, according to 2𝑃𝑃 
binary pattern produced by P pixels on the neighborhood 
radius R. Figure 2 shows the neighboring pixels in the local 
binary pattern in exchange for three different radius. 

 
Fig. 1 local binary operator [29] 

 
Fig. 2 LBP operator with different radius and neighbors [14]. 

By LBP operator, a histogram of labels be defined as 
follows:  

𝐻𝐻𝑖𝑖 = �𝐼𝐼(𝑓𝑓𝑖𝑖(𝑥𝑥,𝑦𝑦) = 𝑖𝑖), 𝑖𝑖 = 0, … ,𝑛𝑛 − 1
𝑥𝑥𝑥𝑥

   (1) 

Where n is the number of labels generated by the operator 
LBP and the function of I be defined as the following 
equation: 

𝐼𝐼(𝐴𝐴) = �10   
𝐴𝐴 𝑖𝑖𝑖𝑖 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝐴𝐴 𝑖𝑖𝑖𝑖 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

    (2) 
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Iterative quantization hashing algorithm 

This is another simple and efficient method for finding the 
best rotation for the zero centered data in order to minimize 
quantization error, when the data is mapped on the binary 
hypercube vertices. 

In order to find codes with the greatest variance and 
Incoherence between them, input vectors are written with 
an unsupervised method such as principal component 
analysis technique or CCA supervised techniques. 

If 𝑊𝑊 ∈ 𝑅𝑅𝑑𝑑×𝑞𝑞  is matrix coefficients which is obtained by 
PCA method, then every bit k = 1,..., q can be calculated 
with the following equation: 

ℎ𝑘𝑘(𝑥𝑥) = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑤𝑤𝑘𝑘) = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑣𝑣)      (3) 

All of encryption process is as follows: 

𝑌𝑌 = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋𝑋𝑋) = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑉𝑉)     (4) 

If W is an optimal solution, then WR in which R is an 
orthogonal matrix q × q is also optimized. Therefore, the 
mapping data V = XR become orthogonal. ITQ transforms 
the orthogonal form of data to minimize the quantization 
error. 

𝑌𝑌 = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋𝑋𝑋𝑋𝑋) = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑉𝑉𝑉𝑉)     (5) 

Suppose 𝑣𝑣 ∈ 𝑅𝑅𝑑𝑑 is a vector in the mapping space, sgn(v) is 
one of the vertices of the hypercube {−1,1}𝑞𝑞 which is close 
to v in Euclidean space.  

Lack of quantization is the difference between vector v and 
its mapping in relation to the binary code in 
hypercube{−1,1}𝑞𝑞: 

‖𝑠𝑠𝑠𝑠𝑠𝑠(𝑣𝑣) − 𝑣𝑣‖2     (6) 
If the value is less than this lack, some better binary codes 
would be produced. This method is seeking orthogonal 
rotation mapped in such a way that the points be close to 
their peer binary code. 

min�𝑄𝑄(𝑌𝑌,𝑅𝑅)�      (7) 

𝑄𝑄(𝑌𝑌,𝑅𝑅) = ‖𝑌𝑌 − 𝑉𝑉𝑉𝑉‖𝐹𝐹     (8) 

Figure 3 shows the ITQ algorithm performance[9][10]. The 
main idea of this method is to quantize each of the data 
points to the nearest vertices of the hypercube (±1, ±1). In 
the first image, vectors x and y are in accordance with the 
PCA direction. Quantization attributes the data points in a 
cluster to different vertices.  In the second image (random 
rotation data) the data variance has been balanced and 
quantization errors is lower. In the third image, the optimal 
rotation obtained by using ITQ and quantization error is 
lower.  

 
Fig. 3 performance of iterative quantization algorithm [10] 

Maximizing the variance: 

This method aims to produce code in which the variance of 
every bit is maximized and the bits are pairwise 
uncorrelated. This goal is achieved by maximizing the 
following objective function: 

τ(𝑤𝑤) = �𝑣𝑣𝑣𝑣𝑣𝑣�ℎ𝑘𝑘(𝑥𝑥)�
𝑘𝑘

= �𝑣𝑣𝑣𝑣𝑣𝑣�𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑤𝑤𝑘𝑘)�
𝑘𝑘

     (9) 

The variance would be maximized, when this encoding 
function produces exactly balanced bits; which means that 
ℎ 𝑘𝑘(𝑥𝑥) = 1 for half of the data and ℎ 𝑘𝑘(𝑥𝑥) = −1 for other 
half of the data.  
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Condition of maximizing the variance: 

A hash function with maximum entropy 𝐻𝐻�ℎ𝑘𝑘(𝑥𝑥)� need to 
maximize the variance of hash values, and vice versa: 

𝐻𝐻�ℎ𝑘𝑘(𝑥𝑥)� ↔ 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�ℎ𝑘𝑘(𝑥𝑥)�     (10) 

Suppose likely attributable ℎ 𝑘𝑘(𝑥𝑥) = 1  to data point is 
equal to p and likely attributable ℎ 𝑘𝑘(𝑥𝑥) = −1 is equal to p-
1. Then the entropy 𝐻𝐻�ℎ𝑘𝑘(𝑥𝑥)�  is obtained from the 
following equation: 

𝐻𝐻�ℎ𝑘𝑘(𝑥𝑥)� = −𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑝𝑝)
− (1 − 𝑝𝑝) log(1 − 𝑝𝑝)     (11) 

The entropy value will be maximized, when the segmenting 
be done in a balanced way. 

𝐸𝐸(𝑥𝑥) = 𝑀𝑀 = 2𝑃𝑃 − 1     (12) 

𝑣𝑣𝑣𝑣𝑣𝑣�ℎ 𝑘𝑘(𝑥𝑥)� = (ℎ 𝑘𝑘(𝑥𝑥) −𝑀𝑀)2
= 4𝑃𝑃(1 − 𝑃𝑃)      (13) 

The maximum amount of variance occurs in P= 1/2, when 
this value is balanced in relation to the segmentation. 

Sort Results based on importance of each bit 

Binary code generated in the iterative qunatization hashing 
method are independent from each other and we cannot 
determine importance of each bit, so when calculating the 
Hamming distance equal weight given to each of the bits[8]. 
This method acts like a two-class classifier and in the 
classification process, some of the images which belongs to 
the category +1, would display with binary code 1 and other 
category which belongs to the category -1, would display 
with binary code 0. If a bit in a binary code is identical with 
its peer bits in a lot of the same images, it shows importance 
of that bit and more weight should be assigned to that. 

Weight calculation: 

Suppose that q is user's requested image and m is the 
number of images that have most similarity to user's 
requested image and calculated using the hashing technique. 
This m images can be displayed based on the Hamming 
distance as a concentric form and the center of the requested 
image and other images that their Hamming distance is 
equal to 0. Binary code of m images is as 𝐻𝐻 =

{𝐻𝐻1, … ,𝐻𝐻𝑚𝑚} 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒  𝐻𝐻𝑖𝑖 = {𝐻𝐻𝑖𝑖
(1),𝐻𝐻𝑖𝑖

(2), … , }  and the binary 
code of the requested image is as 𝐻𝐻𝑞𝑞

(𝑘𝑘) 𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝐻𝐻𝑞𝑞 =
{𝐻𝐻𝑞𝑞

(1),𝐻𝐻𝑞𝑞
(2), … }   and the weight of k-bit hash code in the 

requested image is as 𝑤𝑤 = {𝑤𝑤1, … ,𝑤𝑤𝑘𝑘} and its initial value 
is equal to 𝑤𝑤𝑘𝑘 = 1.  

In this section,  𝐻𝐻𝑖𝑖 و𝐻𝐻𝑞𝑞  values are compared bit by bit. For 
k-th binary code, if  𝐻𝐻𝑖𝑖

(𝑘𝑘) = 𝐻𝐻𝑞𝑞
(𝑘𝑘) , then weight of 

𝑤𝑤𝑘𝑘 increases otherwise the weight would be reduced. 
Recursively, the weight of w whose iterations are equal to 
m will be updated. J-th iterations of 𝑤𝑤𝑘𝑘 is calculated with 
the following equation:  

𝑤𝑤𝑘𝑘 = � ε𝑤𝑤𝑘𝑘,  if 𝐻𝐻𝑞𝑞𝑘𝑘 ≠  𝐻𝐻𝑖𝑖𝑘𝑘

(1 + 𝜀𝜀)𝑤𝑤𝑘𝑘, otherwise
 0 < 𝜀𝜀 <

1      (14) 

𝜀𝜀 is parameter in this equation. After m, the iteration 
amount of w obtained and can be used to calculate the 
weighted Hamming distance. The following algorithm 
describes how to calculate weights: 

Algorithm 1-3: Weight calculation algorithm for each bit 
in the reordering based on the importance of each bit 
Input: the binary code of user's requested image𝐻𝐻𝑞𝑞 =
�ℎ𝑞𝑞

(1), ℎ𝑞𝑞
(2), … , ℎ𝑞𝑞

(𝑘𝑘)�; m images that have most similarity 
to user's requested image based on Hamming distance. 
The binary code of i-th retrieved image 𝐻𝐻𝑖𝑖 =
�𝐻𝐻𝑖𝑖

(1),𝐻𝐻𝑖𝑖
(2), … ,𝐻𝐻𝑖𝑖

(𝑘𝑘)�; ε parameter  
Output: Weight 𝑤𝑤 = {𝑤𝑤1 , … ,𝑤𝑤𝑘𝑘} for 𝐻𝐻𝑞𝑞   
1: The weight of initial value 𝑤𝑤𝑘𝑘 = 1  
2: For m: i=1  
3: For K: k=1 
4: Is k-th bit of  𝐻𝐻𝑞𝑞  and 𝐻𝐻𝑖𝑖  are equal? 
    If yes, 𝑤𝑤𝑘𝑘 = (1 + 𝜀𝜀)𝑤𝑤𝑘𝑘 
     Otherwise 𝑤𝑤𝑘𝑘 = ε𝑤𝑤𝑘𝑘  
5: For finish 
6: For finish 

3. Proposed method 

Figure 4 shows a diagram of the proposed method. In 
general, the proposed algorithm is divided into four stages 
including image feature extraction, creating compact binary 
code, obtain the nearest neighbor and reordering results. 
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Fig. 4 Diagram of the proposed method 

First stage, extraction image features 

In order to describe an image, its features should be 
extracted. Local features of an image are more appropriate 
candidates  than the global features order to describe an 
image; because it has more discriminative power, but its 
computational cost is more than global features. Due to the 
high volume of images in the database, the method used to 
extract local features should have the following 
characteristics: 

• High discriminative power 
• Low computational cost 

Among the local feature extraction methods, local binary 
pattern is a good choice due to the speed of production, 
binary nature, low computational cost and high 
discriminative power. Local binary pattern as a descriptor 
is non-parametric. Since this model uses statistical and 
structural features in a context, it is a powerful tool to 
describe an image. This descriptor has advantages such as 
tolerance to uniform changes and simplicity in computing. 

Due to the reasons mentioned, at this stage, local binary 
pattern used and image feature vectors generated in order 
to extract features of an images contained in database. 

Second stage, production of compact binary 
code 

Due to the high volume of images in large databases, using 
brute force matchin techniques, in which an image must 
compare with all images contained in a databases, are not 
practical, because this method requires a lot of memory and 
its computational cost is high. Hashing is an appropriate 
method to estimate the nearest neighbor where for each 
image, a compact binary code will be generated and finally, 
the images are compared on the basis of Hamming distance 
that this would enhance the computational speed and reduce 
the memory requirements. 

At this stage, we use hashing algorithms ITQ to generate 
compact binary code. This algorithm is one of the most 
efficient algorithm to reduce quantization error. Feature 
vector generated in the previous stage is considered as input 
to the algorithm and dimentional of data reduced by PCA 
in unlabled data and canonical correlation in labeled data, 
the best rotation for the data obtained using singular value 
decomposition. Then each of the data has been projected to 
the nearest vertices of the hypercube and compact binary 
code is obtained for them. 
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Third stage, obtain nearest neighbor 

Due to the nature of binary code generated in the previous 
step, the Hamming distance could be used as a benchmark 
to measure the distance between the requested image and 
the images in the database. Since this measure is a bitwise 
operator, it has a high speed. This is very important in large 
scale databases. At this stage, the distance between the 
request image's compact binary code and the compact 
binary code of image contained in the database obtained by 
using Hamming distance and the results would be ordered. 

Fourth stage, reordering based on the 
importance of each bit 

As mentioned in the previous section, the Hamming 
distance was used to measure the similarity between two 
binary codes. For k-bit binary code, hamming distance is an 
integer value and the maximum amount is equal to k. So a 
lot of images and the requested images have same 
Hamming distance. In the hamming distance, all the bits 
have the same value and the same is done with them, but in 
fact some bits are more important. In this regard, the 
importance of every bit at this stage is calculated using bit 
importance reranking method. For this purpose, the m first 
image obtained from the previous step selected and bits of 
compact binary code compared with the bits of requested 
image's binary code and in case of being equal, the weight 
of that bit would be increased and otherwise, it would be 
reduced. With the implementation of these algorithms for 
selected images, the weight of bits be obtained and using 
weighted hamming distance, the calculations be carried out 
and results be sorted and n first image displayed to the user.  

Observations and experiments Dataset 
collection 

In order to observe and evaluate proposed method MNIST 
and CIFAR 10 dataset have been used . CIFAR-10 contains 
60,000 color images in the dimensions of 32 × 32. The 
images are categorized in 10 different classes. There are 
6000 images in each class and this collection includes 
50,000 training data and 10,000 test data. Figure 5 shows 
an example of the images in this database. MNIST contains 
the handwritten digits 0 to 9 with dimensions of 20 × 20. 
This collection contains 60,000 training data and 10,000 
test data.  

Figure 6 shows an example of the images contained in 
MNIST database. 

 

 
Fig. 5 Example of images in CIFAR-10 database 

 
Fig. 6 Example of images in MNIST database 

Evaluation criteria 

precision: the proportion of retrieved images to the total 
number of retrieved images. 

recall: the number of retrieved images to the total number 
of images in the database. 

Precision-recall curves: precision is an important matter in 
the retrieval process and recall is an important matter 
inrecognition. This curve is used to display and compare the 
performance of algorithms. This curve shows how to reduce 
the precision, when a greater fraction of images contained 
in the database be restored. The ideal precision-recall curve 
has a 100% accuracy for all recall values which means 
retrieve all the related images. 
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4. Results 

The effect of Local Binary Pattern features to 
improve the performance of algorithm 

Vector image features as an input to hashing 
algorithm ITQ play a key role in performance of this 
algorithm.diagrams are presented in Figure 7 and 8, which 
are comparison between the performance of local binary 
pattern and the global descriptor GIST as an input to 

hashing algorithm ITQ. As can be seen in these figures, the 
performance of this algorithm has improved using local 
binary pattern as input. Due to the binary nature, this model 
has reduced computation cost and on the other hand, the 
retrieval accuracy has been increased, because this method 
is efficient to extract image features. By utilizing this 
method, the system obtained more accuracy with fewer 
hash bits, which is very important in large-scale content-
based image retrieval systems.  

 

 

Fig. 7 The effect of local binary as input to the hashing algorithm ITQ in the database CIFAR-10 
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Fig. 8 The effect of local binary as input to the hashing algorithm ITQ in the database MNIST

Compare the proposed method with other 
methods: 

In this section, the proposed algorithm has been 
compared with three basic hashing algorithm that is follow 
the hashing process 𝐵𝐵 = 𝑠𝑠𝑠𝑠𝑠𝑠(𝑋𝑋𝑊𝑊� ) in which the matrix of 
image 𝑊𝑊�  obtained with different methods: 

Local Sensitive Hashing(LSH): 𝑊𝑊�  is a Gaussian 
random matrix. 

Random Rotation(RR): There is 𝑊𝑊� = 𝑊𝑊𝑊𝑊  in this 
method where 𝑊𝑊�  is the matrix of PCA direction and R is a 
random orthogonal matrix .the idea of ITQ derived from it. 

shift-invariant kernels: This method is based on 
random instant feature to estimate the Gaussian kernels.  

Figure 9 compare the performance of the proposed 
algorithm in a database CIFAR-10 and Figure 10 compares 
the performance of the proposed algorithm in a database 
MNIST and a diagram is presented to show precision-recall 
curves for the methods listed and proposed method. As can 
be seen in this diagram, the accuracy of the proposed 
algorithm is higher than the presented methods. In this way, 
with a lower number of hash bit, a higher accuracy is 
achieved. 
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Fig. 9 Compare the performance of the proposed algorithm with other methods of data collection CIFAR-10 

 

Fig. 10 Comparison of the proposed algorithm with other methods of data collection MNIST
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Display output to the user 

 In this section, by receiving an image as user request and 
with the implementation of the proposed algorithm, 25 first 
retrieved images displayed to the user. The following 
results were obtained using the technique of principal 

component analysis and canonical correlation analysis and 
computational accuracy of each is displayed. As can be 
seen, the algorithm has been enhanced after applying 
reordering based on the importance of every bit. The results 
are displayed according to the most similarity to the 
requested image. 

5. Conclusion 

This paper provided an efficient algorithm to carry out large 
scale content-based image retrieval process using local 
binary pattern and hashing algorithm ITQ and showed that 

image feature vector plays a key role as an input to hashing 
algorithm. In this method, the Local Binary Pattern is used 
to extract image features. Since this model uses statistical 
and structural features in a context, it is a powerful tool to 
describe an image. This descriptor has advantages such as 
tolerance to uniform changes and simplicity in computing 

The requested image The results using PCA The results using PCA The results after 
reordering 

    
    

Accuracy 64%  96%  100%  

    
Accuracy 60%  88%  96%      

Accuracy 44%  100%  100%  

    
Accuracy 72%  100%  100%  
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and has been successfully applied in many areas of image 
analysis. Achieving small set of features is the most 
distinctive features of the local binary pattern that results in 
better performance and reduction in its dimensions. Choose 
an easy way to extract features of an image is very 
important due to the high volume of images contained in 
database. Because the method of choice must have high 
efficiency and low computational cost. Local Binary 
Pattern is simply calculated, because it is a non-parametric 
method for feature extraction. Thus,by using this method, 
we can achieve appropriate features with lower cost. ITQ 
technique have been used to estimate the nearest neighbor. 
It is also a simple and effective methods to estimate the 
nearest neighbor. Experimental results showed that the 
proposed method is more efficient than other methods. This 
means that we have been able to achieve higher accuracy 
using lower number of hash bit. Hash out an image with 
less code lead to use less memory to display an image and 
on the other hand, the computational cost to compare the 
two images will be reduce. This will be especially 
important in high-dimensional database, because it requires 
techniques that reduce memory consumption and 
computational cost.  
Because the importance of each bit is not identical, using 
reordering results based on the importance of each bit, the 
weights of each bits obtained and utilizes the Hamming 
distance weighted criteria, and the results would reorder. 
This step in the proposed method is intended, because the 
results display based on the most similarity to the requested 
image.  
According to the results obtained in testing, the accuracy of 
the proposed method is higher than existing methods. By 
applying lower number of hash code, this method could 
achieve a higher accuracy and this is a desirable result to 
carry large scale content-based image retrieval process. 
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