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Summary
Presently, eye tracking is one of the most important domain of research of computer vision dealing with the detection of eyes and associated parts, especially the corners, centres etc. to identify the point-of-interest of any person. This methodology has huge potential for application for the patients who have lost their communication abilities to communicate with the outside world using eye tracking. A large number of eye trackers are available commercially, but they failed to become popular due to higher cost and complexity. As a result, researchers are engaged around the world to develop low-cost eye tracking systems using most available components in the market. But, none of these systems are evaluated against different difficult and critical situations which they may come across. Such evaluation of the basic underlying methods may save time, effort and cost towards successful technological development. The present work evaluates the performance of an eye tracking methodology to be used to develop a rehabilitation system for stroke patients under different difficult and critical situations, such as different illuminations during day and night, low light during night, users with and without spectacles, variable distances between the camera and users etc. The optimum range of operation, minimum value and type of illumination, orientation of the light sources has been established through experimentation.
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1. Introduction

Eye tracking is a methodology to identify the point-of-interest where the person is looking at from his or her eye movements. Continuous tracking of eyes can reveal the behaviour, needs, emotional states, desires, cognitive processes etc. of a person [1]. As a result eye tracking has huge potential for application in fatigue assessment of drivers, surveillance, controlling robots and prosthetics [2], advertising etc. Over the last few years, substantial research has been carried out in this domain to develop robust and low-cost eye tracking systems for human-computer-interactions. Some of them are passive in nature and monitor only the movements of eyes to generate a conclusion for final decision, such as determination of behaviour of the driver, fatigue or drowsiness of the driver. In some other cases, active interactions can be performed by using eye tracking as a method for input to the computer. Controlling the mouse cursor, typing texts, using for rehabilitation supports are a few examples where the eye tracking system is directly used for controlling other devices. This has led to development of commercial eye trackers twenty years ago. But these commercial systems have failed to become popular, due to the higher price (even the minimum cost is around $1500 [3]), often inability to operate in outdoor environments (where infrared lights do not work properly) and sometimes due to the discomfort caused due to wearing them on the body.

So, several researchers/ students are engaged in the development of low-cost, yet robust eye tracking systems using the easily available as well as cheaper components and open-source softwares. After development of these systems, none of them are tested scientifically and vigorously to define the performances. Rarely, some laboratory trials are performed to prove their performances. They are not evaluated in simulated environments closely replicating the actual environments. This present paper describes a methodology for evaluating the performance of a low-cost eye tracking system developed for the purpose of 24×7 support and rehabilitation of stroke and other locked-in patients. Different lighting conditions (illumination and position), different aged people (30 – 80 years), users with and without spectacles, variable in-between distances of 3 Ft to 9 Ft have been set as the parameters for evaluation.

2. Related Works

A substantial amount of research has been carried out by different researchers around the world for the development of eye tracking methodology and system, but only a few work related to the evaluation of such systems have been performed as reported in the literature. The evaluation process can be performed before final deployment either by following standard procedures as described in different International/National standards for application in a specific domain or by assessment against the critical parameters in a simulated environment similar to that of
actual environment where it is supposed to work. A few of such evaluation works for eye tracking systems as reported in the literatures are discussed below.

Zhang & MacKenzie [4] have followed the procedure described in ISO 9241 – Part 9 which presents the ergonomic requirements for office work with visual display terminals and requirements for non-keyboard input devices. Performance testing was limited to compare the throughput in bits/s for four point-and-select tasks, three involving eye tracking and one using a standard mouse. Similar approach has also been followed by MacKenzie [5] for evaluating two commercial eye trackers for computer input. However, they did not perform the evaluation for longitudinal study and text entry applications. Also the measurement of biomechanical load has not been performed due to unavailability of sophisticated equipment.

Majority of the evaluation works have been performed in simulated environments through execution of actual tasks supposed to be performed by the systems. Some of them have used their own developed systems from commercially available components and some used commercially available costlier eye tracking systems. The ITU Gaze Tracker, developed by San Agustin et. Al. [6] has been evaluated in an eye-typing task using two different typing applications, one for low speed (3.56 words per min) and other for higher speed (6.78 words per min.). The system has been assessed for usability by a user with severe motor impairments in the home for typing texts through a wall-projected interface using his eye movements. Sibert & Jacob [7] have evaluated their eye gaze interaction technique through two experiments, one with circle experiment for determination of raw performance and other with letter experiment, where users first decides which object to select and then finds it. It has been found that the proposed gaze interaction technique is faster in selecting than selection with a mouse. Evaluation has also been performed [8] by determination of reliability and precision of the eye tracking system in two different virtual reality applications using the head-mounted device. It has been noted that the precision is found to be sufficient to identify the body part where the user is looking at and identify the behavioural statistics. Pfeiffer et. Al. have [9] carried out an evaluation to test accuracy, precision and application performance of two algorithms in combination with two available eye trackers. The main objective of the study was to find the combination of software and hardware suitable for 3D gaze-based interaction in Virtual Environments. But there are limitations depending on the applied VR technology in terms of insufficient channel separation of the applied stereoscopy method and limited interaction space of the desktop based VR platform. Comparisons have been made by Nevalainen & Sajaniemi [10] for performance evaluation of three commercially available eye trackers (Tobii 1750, ASL 504 Pan/Tilt Optics and ASL 501 Head Mounted Optics) for psychology of programming research. Ahlstrom & Dukic [11] have compared availability, accuracy and precision between two commercial systems, one uses single camera and the other uses three cameras for monitoring the state of the drivers. The study has revealed that one-camera system is thus mostly suitable for in-vehicle applications.

The success of all the above methodologies or techniques depends up on the successful eye tracking which comes first. If different features of an eye and parts of the face (if required), such as the eye corners, eye balls, eye centres, nose, lip lines etc. are detected properly, gaze tracking can become easier. So, it is essential to correctly detect those required features first and then only the methodologies or techniques can be successful. As a result, the performance evaluation of the initial steps in critical conditions is necessary to save time and effort, but no such approach has still been reported in the literature. The present work describes the evaluation of an eye tracking methodology, already developed with intended application for continuous support and rehabilitation of stroke or other locked-in patients.

3. Methodology

Accurate eye tracking requires few essential steps to be followed. Most of the times, researchers use webcams close to the eyes to capture the image of the eyes. This causes inconvenience to the users. But here as the camera is placed at a distance from the user, it is utmost necessary to follow various image processing techniques to obtain best quality image for final tracking.

Initially, the face region is detected from the captured image amongst the cluttered background and then the eye region is detected from the previously detected face region. This approach provides better result than the direct detection of eye regions as the most of the cameras (webcam) are usually of low resolutions. As a result, the captured images are blurred and very difficult to work on. This approach substantially reduces the portion of the image on which image processing is to be done and this helps to reduce the computational load as well as processing time. The details of the associated steps have been described below.

3.1 Face and eye detection

Camera images containing clutter background should be processed first to detect the face region correctly. Then face detection is performed followed by detection of eye
The details of the face and eye detection techniques have been described in the following paragraphs.

The present research uses Haar-like feature-based cascade classifiers proposed by Paul Viola and Michael Jones [12] in 2001 to detect faces and eye regions from any image. Such Haar-like features have been presented in Fig. 1(a). In this method, a window of targeted size is moved over the input image and the Haar-like features are calculated for each sub-section of the image using integral image. Integral image at location \((y, x)\), \((x_0, y_0)\) is defined as the sum of all pixels within the rectangle ranging from the top left corner at location \((x_0, y_0)\) to bottom right corner at location \((x, y)\):

\[
I(x, y) = \sum_{x' \leq x, y' \leq y} i(x', y')
\]

where \(i(x', y')\) is the grey level of input image. Rectangle features can be calculated after the completion of the calculation of all integral images. For example, as shown in Fig. 1(b) to calculate the sum of the pixels within region \(D\), the integral images at \(P_1, P_2, P_3, P_4\) are used. It can be written as:

\[
D = A + B + C + D - (A + B) - (A + C) + A
\]

or

\[
D = I(P_4) - I(P_2) - I(P_3) + I(P_1)
\]

AdaBoost (Adaptive Boosting) is a machine learning technique proposed by Yoav Freund and Robert Schapire [13] and it can be used in conjunction with other learning algorithms. Viola and Jones introduced a highly efficient real-time face detection methodology combining fast features calculation with the AdaBoost algorithm and the cascade technique. All possible windows need to be checked for different positions and scales for detection of objects (faces or eyes) in an image. Use of a cascade of classifiers is preferred for real-time face or eye detection. Each stage of cascade, trained by the AdaBoost, will accept almost 100% of the positive images (contains objects) and reject 20 – 50% of the negative (contains non-objects) images. Every sub-window that is rejected at k-stage will be concluded that it doesn’t contain a face or eye and ignored in the later stages. Linking n stages, the object in image can be detected with high rate.

3.2 Eye centre detection

The next step is to detect the eye centres from the extracted eye regions. There are several methods for detection of eye centres from eye regions, such as application of colour based filter or shape based filter or use of Hough circles [14][15] etc. Another novel method is to train classifiers for detection of eyeballs like that of faces and eye regions. However, here Improved Hough circle based approach proposed in [15] has been used to detect eye centres.

Hough transform is an approach to detect circle in an image due to its applicability to any function in the form \(g(v, c) = 0\), where \(v\) and \(c\) are the co-ordinate and co-efficient vector respectively. The co-ordinates of point on the circle satisfy Eq. 4.

\[
(x - c_1)^2 + (y - c_2)^2 = c_3^2
\]

where \((c_1, c_2)\) is the co-ordinate of centre of the circle and \(c_3\) is the radius of the circle. These three parameters \((c_1, c_2, c_3)\) can be mapped to a three dimensional rectangular co-ordinate system, so each accumulator \(A(i, j, k)\) is equivalent to a cube structure graphic as shown in Fig. 2(a). Then the process of detection of points on the circle is evolved into refining and gradually increasing the values of \(c_1\) and \(c_2\) in \(c_1c_2c_3\) plane and obtaining the value of \(c_3\) which satisfies Eq. 4. The value stored in the accumulator \(A(i, j, k)\) will become the number of many conical intersections in three dimensional parametric space.

Theoretically Hough transform can detect circles in images easily, but it is seldom applied for circle detection in digital image processing due to large number of parameters of round function, more computational complexity and poor detection efficiency. This has led to improvement of the Hough transform for application to two dimensional parametric space. Followings are the two associated steps for circle detection using improved Hough transform.

Step - I: First the circle centre is to be determined in two dimensional Hough transform space.
Step - II: Then the circle radius is computed by statistic histogram
As shown in Fig. 2(b), the tangent $T$ to the circle will touch the circle at the point $(x, y)$ and the normal $n$ to the tangent will pass through this point and the centre of the circle. This principle can be used to find the centre of the circle. This normal component can be obtained using grey-scale edge detection operator. Then the three dimensional parameters $(x, y, \theta)$ can be mapped to two dimensional space $(a, b)$, where $(x, y)$ is the co-ordinate of the normal vector and $\theta$ is the angle of the normal vector with the x-axis. It is obvious from Fig. 2(b) that

$$\tan \theta = \frac{y - b}{x - a}$$

(5)

or

$$b = a \tan \theta + (y - x \tan \theta)$$

(6)

The radius of the circle can be calculated from Eq. 7.

$$r = (x - a_0)^2 + (y - b_0)^2$$

(7)

where $(a_0, b_0)$ is the co-ordinate of the centre of the circle and it can be calculated from Step - I. Traversing through all the points $(x_k, y_k)$ a statistical histogram of the related radius can be plotted and the peak value will denote the radius. The algorithm for the Improved Hough transform can be written as:

- First find edges and then for each edge point perform the following steps.
- Draw a circle with centre on the edge point with radius $r$ and increment all co-ordinates that the perimeter of the circle passes through in the accumulator
- Identify one or several maxima in the accumulator
- Map the obtained parameters $(r, a_0, b_0)$ corresponding to the maxima back to the original image

Finally the detected eye centres need to be transformed to a global co-ordinate so as to create a map between the eye centres and co-ordinates on a display monitor or screen placed at a distance from the user.

4. Experiments

The main objective of the work is to evaluate the performance of an eye tracking system to be used for rehabilitation of stroke patients or other locked-in patients. Here, the daily activities of the patients can be supported by such a rehabilitation system and necessary support can be provided based on the eye tracking on some pre-defined basic need icons. As the system is supposed to provide support to the patients day and night, it is essential to evaluate the performance of the system in various lighting conditions inside a room in day and night with users wearing spectacles and without spectacles. Finally, the essential requirement is to identify the optimum location/distance of the camera from the patient for best performance at varying illuminations during day and night.

The hardware components of the system include Intel NUC Kit (with 2.4 GHz Intel Celeron Processor N2820, DDR3 RAM and Intel HD Graphics), a USB camera (Logitech HD Webcam C525 with capability for auto-focus and auto-light correction) and a monitor. The Intel NUC kit is operated with 12V power. The USB camera has been selected based on its performance and price as mentioned in [16]. USB camera can be directly connected to the Intel NUC based minicomputer. For display standard monitors are used. One can also use low cost and portable projector and screen to replace the monitor.

Microsoft Visual Studio 2013 with Open CV libraries has been used here as the programming platform. Advantage of using Open CV is that it comes with a trainer as well as a detector. It contains many pre-trained classifiers for faces, eyes, smiles etc. developed by different researchers over the time. One can use either these pre-built classifiers or can develop own classifiers using positive and negative images. For the current work, pre-built libraries and classifiers have been used.
captured frames where it is unlikely to contain a face. The smallest size of face to detect can be set accordingly depending up on the needs. Similar steps are followed to detect the eyes. The detected regions are marked by a rectangular box. Thereafter the eye centres are detected from the eye regions (region of interest) and marked with ‘+’ signs. The midpoint of those two eyes are also calculated and marked in the picture with black diamond ‘◊’ sign. The different windows associated with the detection are presented in Fig. 3.

As the proposed system has to work for patients living in normal rooms of houses or hospitals or physiotherapy clinics, the experiments have been carried out in a room with dimension 12 ft by 12 ft similar to that in [3]. The views of the experimentation room under different illuminations and conditions are shown in Fig. 4(a) - (c). The user rests on a bed in the room in an inclined position. Here as the system is not wearable one, it is very much necessary to find out the optimum location of the camera. SO, the camera is placed at different distances from the user to find out the best performance. The distances between the camera and the eye of the user have been set as 3 Ft, 5 Ft, 7 Ft and 9 Ft. Position of the light source with reference to the patient is another important factor that may affect the performance of the eye tracking system. For this the light source has been placed mostly in front of the users, but performance has also been evaluated placing the light source on one side of the user. The monitor is mounted on the wall facing the patient directly. The video data has been stored on the computer and later processed for further analysis. A number of users have been engaged to gather the data for different illuminations (during day and night) and parameters/ conditions. The minimum value of the illumination was kept close to 4 Lux as specified in IS: 4347 – 1967 (Reaffirmed 2005) using low-power lights [17]. Some of the users used spectacles and some users were without spectacles. The online video data for the window with the detection signs are stored on the computer using third-party software.

5. Results and Discussions

The data stored on the computer were later analyzed to evaluate the performance of the eye tracking system. The average number of frames for the video data set is 370 for different lighting conditions (day and night) with users wearing spectacles and without spectacles.
The average illuminations during each set of experiments have been found to be different depending upon the distance between the user and location as well as intensity of the light source. In daytime the illumination is obviously higher with natural light source. During night it is lower. Though experiments during the night were started with very low illumination, but later normal illumination as found in day-to-day life was maintained. The average values of illuminations during the experiments for different positions and types of the light sources have been presented in Table - 1.

Table 1: Average Values of Illuminations for Different In-between Distances and Location of Light source during the Experiments

<table>
<thead>
<tr>
<th>Sl.</th>
<th>Experimental Conditions</th>
<th>Dist.-3Ft</th>
<th>Dist.-5Ft</th>
<th>Dist.-7Ft</th>
<th>Dist.-9Ft</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>(a) Time of the day: Daytime (b) Light source: In front of users</td>
<td>380 Lux</td>
<td>350 Lux</td>
<td>230 Lux</td>
<td>160 Lux</td>
</tr>
<tr>
<td>2.</td>
<td>(a) Time of the day: Night (b) Light source: In front of users</td>
<td>5 Lux</td>
<td>60 Lux</td>
<td>36 Lux</td>
<td>18 Lux</td>
</tr>
<tr>
<td>3.</td>
<td>(a) Time of the day: Daytime (b) Light source: On left side of users</td>
<td>78 Lux</td>
<td>82 Lux</td>
<td>128 Lux</td>
<td>155 Lux</td>
</tr>
</tbody>
</table>

Here, the main objective is to detect both the eye centres correctly and the correct detection will be considered when both the eye centres have been detected in a frame. Percentage of correct detection for any video data set is the total number of such correctly detected frames against the total number of frames captured. Percentage of correct detection at daytime and night for users with and without spectacles and light source in front of the patient have been calculated and presented in the graphs in Fig. 5(a) to (d). Simultaneously, the effect of placement of the light source to one side of the user has also been investigated especially during the daytime and has been discussed here.

Fig. 5(a) depicts the percentage of correct detection during daytime for users (with spectacles) located at different distances from the camera and the light source placed in front of the user. The average illumination for experiments during daytime with light source placed in front of the user is presented at sl. No. 1 of table 1. The average percentages of correct detection in this case for the in-between distance of 3 Ft, 5 Ft, 7 Ft and 9 Ft are 95, 94, 90 and 70 respectively. It is very normal to note that the lowest efficiency of detection is obtained for largest in-between distance of 9 Ft. The standard deviations for the first three cases lie within 6 and for the farthest case, it is around 13. The efficiency of detection for in-between distance of 9 Ft is lower due to presence of glaring on the glasses. The grey scale image with glaring has been presented in Fig. 6(a).

Similarly the percentages of correct detection for users without spectacles at daytime (light source placed in front) have been presented in Fig. 5(b). In all the cases the average percentages of detection lie above 90. The lowest one for the in-between distance of 3 Ft is approximately 93% and highest one for in-between distance of 7 Ft is around 97%. Here the range of standard deviations is lower than the earlier case and lies within 3. It is worthy to note that the minimum one is for the in-between distance of 7 Ft and it is 0.7 only. This reveals that the data are very concentrated around the mean value which in turn refers the robustness of the system.

The most critical situation for correct detection may occur in the night when the illumination is low and user wears spectacles. Glaring, reflection and availability of sufficient lights are the major hindrances for such situation. It has been found from Fig. 5(c) that the average percentages of correct detection in night for users with spectacles and located at a distance of 3 Ft, 5 Ft, 7 Ft and 9 Ft are 65, 99, 94 and 86 respectively. Except the first and last cases, the standard deviations are very close (within 4). For in-between distance of 3 Ft standard deviation is around 19.5 and that is 12 for the distance of 9 Ft.

However, the average efficiency of detection for cases when users are not wearing spectacles at night is higher than expected. Absence of glasses helps the eye tracking
system to detect the eye centres correctly. The average percentages of correct detection are 88, 99.9, 99.8 and 95 for the in-between distances of 3 Ft, 5 Ft, 7 Ft and 9 Ft respectively. The average standard deviation is found to be the lowest for this case. The maximum and minimum standard deviations are approximately 3 and 0.15 for in-between distances of 3 Ft and 5 Ft respectively.

Performance evaluation under low illuminations is also an essential requirement for such rehabilitation systems. So, different illuminations at different in-between distances have been carried out here during the night. Initially for the nearest position i.e. for in-between distance of 3 Ft the illumination was kept very low i.e. around 5 Lux as per IS: 4347 – 1967 using low power light (10 Watt night-lamp) and this has resulted in lower efficiency of 65% for users with spectacles. Low light and glaring are the two main difficulties for detection in this case. The grey scale image with detection marks in low illumination is shown in Fig. 6(b). But for users without spectacles, the efficiency of 88% is quite appreciable for such low illumination. Later, normal lights (18 Watt LED light) often used in homes/hospitals during night has been used to generate a variety of different illuminations. The average values of illumination are kept at 60, 36 and 18 Lux for in-between distances of 5 Ft, 7 Ft and 9 Ft respectively. In all the cases, the light source is placed 12 Ft away in front of the users at a height of 10 Ft from the floor as often done in normal homes. As discussed above, the range of detection is better and acceptable at normal lighting conditions for living in night due to presence of uniform brightness on the face.

A distinguishable deterioration in the performance is noticed when the (natural) light source is located on the side of the user. Here, the user was so placed that the open window (light source) lies on one side of the user. A typical grey scale image of the user for such scenario has been presented in Fig. 6(c). The average percentage of efficiency of detection ranges from 33 to 65 only. This can be noticed from Fig. 6(c) that there is shadow/darkness on the farthest side of the face of the user due to placement of the light source on the other side. As a result the face is not uniformly enlightened and only one eye centre is found to be detected all the times. The average efficiencies of detection for users with spectacles and without spectacles are 52 and 41 respectively as shown in Fig. 7(a) and (b). Also the data are widely spread with a standard deviation of around 20. Such lower efficiency with higher standard deviation may not be acceptable for any eye tracking system to be used for the purpose of rehabilitation.
However the present eye tracking system reveals a linear behaviour irrespective of illumination, appearance of users (with or without spectacles) and increased distance. The mean values of detection for users with spectacles during daytime, users without spectacles during daytime, users with spectacles at night and users without spectacles at night are approximately 88%, 95%, 86% and 96% respectively. These average values include highest values of correct detection as 100% as well as lowest value as 32%. So, it reveals that the present eye tracking system has the capability to detect eye centres 100% correctly if proper illumination and camera with capability of detection in lower illumination are used. The primary requirement is that illumination should be sufficient and uniform on the face as well as the position of the light and camera should be such to reduce the glaring on the glasses. In the present research work the minimum acceptable value of illumination has been found to be 18 Lux at night. This has resulted in average percentages of detection as 86 and 95 for users with and without spectacles respectively for a distance of 9 Ft between the camera and the user.

Though an average percentage of correct detection of 87 has been achieved for different users with in-between distance of 9 Ft and the light source placed in front of the user, but the standard deviation is higher i.e. more than 6 as shown in Fig. 8 (a). Similar situation also arises in case of the in-between distance of 3 Ft. The average percentage of correct detection and the standard deviation are 85 and 7.8 respectively. However, the average percentages of detection for in-between distances of 5 Ft and 7 Ft are found to be 97 and 95 respectively. The standard deviations are also lower and in the range of 2 and 2.6 for in-between distances of 5 Ft and 7 Ft respectively as shown in Fig. 8(b). So, the optimum range of operation of the present eye tracking system is found to be between 5 Ft to 7 Ft and minimum acceptable illumination is 18 Lux (at night) for uniformly enlightened face with the light source placed in front of the users.

A detailed comparison of the present work with other existing evaluation works has been presented in the table-2 below. The above discussion reveals that the present method can provide 100% efficiency of detection, when proper and uniform illumination is used. In none of the evaluations, discussed in the table, such performance has been achieved. The maximum efficiency has been obtained as 80% by Zhang & MacKenzie [4], MacKenzie [5] at a distance of 2 Ft. The maximum in-between distance tested is only 3 Ft (i.e. 90 cm) resulting in average efficiency of 54% for selection of circle and 76.5% for selection of letter. It is also to note that performance in lower illumination has not been performed though it is essential for system to be used in real-time. The present work has been tested successfully under lower illumination also.

Table 2: Comparison with Related Works

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pointing &amp; selection of an on-screen target using</td>
<td>Eye-typing test to produce texts</td>
<td>Selection of targets using dwell time</td>
<td>Evaluated Reliability &amp; Precision Test</td>
<td>Eye tracking for selection of icons</td>
<td></td>
</tr>
<tr>
<td>Distance</td>
<td>60 cm (2 Ft)</td>
<td>60 cm (2 Ft)</td>
<td>90 cm (3 Ft)</td>
<td>Not applicable (Head mounted)</td>
<td>91 cm (3 Ft) to 274 cm (9 Ft)</td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>--------------</td>
<td>--------------</td>
<td>------------------------------</td>
<td>--------------------------------</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>3.78 bits/s w.r.t to 4.68 bits/s for mouse (80%)</td>
<td>Typing of 3.56 to 6.78 words per min.</td>
<td>54 % (Mean = 503.7 w.r.t. Mean for Mouse = 931.9) for circle selection &amp; 76.5% (Mean = 1103 w.r.t. Mean for Mouse = 1441) for Letter</td>
<td>Maximum 79% Reliability</td>
<td>Average 91% (Maximum 100% &amp; minimum 65%)</td>
<td></td>
</tr>
<tr>
<td>Low-light Experiments</td>
<td>Not performed</td>
<td>Not performed</td>
<td>Not performed</td>
<td>Not performed</td>
<td>Yes (18 Lux)</td>
<td></td>
</tr>
</tbody>
</table>

6. Conclusion

Proper assessment of the essential and initial steps of any method or technology can save a lot of time, effort and sometimes cost towards the successful development. Majority of the works, as reported in the literature, evaluate the performance at the end. But, pre-evaluation of the underlying steps can provide corrective measures beforehand so as to avoid delays and failures in the final development. The present work evaluates the performance of an eye tracking technique that is a major and most essential step towards the development of a vision-based rehabilitation system. This technique uses Haar-feature based Cascade classifier and Improved Hough transformation for detection of the eyes and eye centres respectively. Performance of this hybrid methodology is then evaluated in a simulated environment similar to that of actual. The illumination, different positions and types of light sources, distance between the camera and the user, different users (with and without spectacles) are varied to check the robustness, acceptability and efficiency of the detection.

It has been found that the developed eye tracking system can easily achieve an average overall efficiency of correct detection as 91% (the maximum is 100% and the minimum is 65%) for a range of distances of 3 Ft to 9 Ft. Though the optimum range has been found to be between 5 Ft to 7 Ft, performance for a distance of 9 Ft is quite better and acceptable. The average percentage of correct detection for such case during day and night for users with and without spectacles has been achieved as 87, but the standard deviation is little higher i.e. 6.66. In the most preferred cases, this standard deviation has been around 2.3 with average value as 96%. From table-2 it is obvious that none of the works reported in the literature has achieved such higher efficiency. Furthermore, correct detection at low light during the night is another challenging issue for rehabilitation systems. The situation becomes more critical if the user wears spectacles. The detection of eye centres becomes difficult due to glaring of glasses. The present system has been tested against a minimum illumination of 5 Lux. However, the minimum effective illumination has been found to be 18 Lux which results in an average percentage of correct detection as 86 at night for user with spectacles for in-between distance of 9 Ft. It is clear from the literatures that such higher efficiency has not been achieved by any other eye tracking systems for similar situations. So, it can be concluded that this methodology has the potential to be used for detection of correct and accurate gazes towards further development of an efficient rehabilitation and support system. Work is in progress to develop the final gaze detection system and implement it in real time for rehabilitation of stroke and other locked-in patients.
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