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Abstract:
In this paper, a meta-heuristic approach was proposed for the hybridization of the K-means algorithm scheme. It obtained better results by developing a hybrid Genetic Algorithm-K-means (GA-K-means) and a hybrid Partial Swarm Optimization-K-means (PSO-K-means) method. In recent years, combinational optimization issues are introduced as critical problems in clustering algorithms to partition data in a way that optimizes the performance of clustering. K-means algorithm is one of the famous and more popular clustering algorithms which can be simply implemented and it can easily solve the optimization issue with less extra information. But the problems associated with K-means algorithm are high error rate, high intra-cluster distance and low accuracy. In this regard, researchers have worked to improve the problem computationally, creating efficient solutions that lead to better data analysis through the K-means clustering algorithm. The aim of this study is to improve the accuracy of the K-means algorithm using hybrid and meta-heuristic methods. Finally, the meta-heuristic of Genetic Algorithm-Partial Swarm Optimization (GA PSO) and Partial Swarm Optimization-Genetic Algorithm (PSOGA) through the K-means algorithm were proposed. The approach adopted in this study successfully increased the accuracy rate of the clustering analysis and decreased its error rate and intra-cluster distance.
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1. Introduction
K-means clustering, originating from signal processing is a method of vector quantization (Al-Jarrah et al., 2015). This is commonly applied to cluster analysis in data mining. The aim of K-means clustering is partitioning n observations into K clusters; in this case, each observation belongs to the cluster that has the nearest mean, which serves as a cluster’s prototype (Xu and Wunsch, 2005, Dix, 2009, Jain, 2010). The problem has been proved to be an NP-hard problem, though a number of efficient heuristic algorithms have been proposed, which quickly converge to a local optimum. Generally, such algorithms are similar to the expectation-maximization algorithm for mixtures of Gaussian distributions through an iterative refinement approach that is adopted by both algorithms. In addition, both algorithms employ cluster centers for modeling the data. Nevertheless, in the expectation-maximization mechanism, clusters are allowed to have various shapes, whereas K-means clustering usually finds clusters of similar spatial extent (Xu and Wunsch, 2005, Celebi et al., 2013). In the K-means clustering algorithms, there are a number of shortages and defects that should be improved (Afroozeh et al., 2012a, A. Afroozeh 2014, A. Afroozeh, 2014). There are different methods to enhance and improve K-means clustering algorithm. One of these methods is to use the optimization method, in which a best element is selected from some of the set of available alternatives. Two important areas pertaining to optimization methods are the hybrid approach and the meta-heuristic approach (Akbari et al., 2016, Amiri et al., 2015, Afroozeh et al., 2014, Afroozeh et al., 2014, Afroozeh et al., 2010, Afroozeh et al., 2015, Afroozeh et al., 2012b).

Meta-Heuristic Method for Clustering
Heuristic is a technique applied to solving a problem more quickly compared to the use of classic methods, or finding an approximate solution in cases where classic methods have failed to propose any exact solution. This can be obtained through trading optimality, accuracy, completeness, or precision for speed. The heuristic can be considered as a shortcut for solving problems (Renner and Ekärt, 2003, Mohtashami et al., 2015).

On the other hand, a meta-heuristic is a heuristic of a higher level that is used for finding, generating, or selecting a lower-level heuristic or procedure (partial search algorithm), which might suggest an efficient solution to an optimization problem, in particular with limited computation capacity or imperfect information in computer science and mathematical optimization (Blum and Roli, 2003, Bianchi et al., 2009, Mladenović et al., 2007, Blum et al., 2011). In meta-heuristics, there may be few assumptions regarding the optimization problem being solved; thus they can be applied to various problems. In comparison with the iterative methods and optimization algorithms, meta-heuristics cannot guarantee a globally optimal solution for some classes of problems (Blum and Rolli, 2003). In several meta-heuristics, some forms of stochastic optimization are implemented in such a way that the found solution depends on the set of generated random variables (Bianchi et al., 2009). Through searching over a
large set of feasible solutions, often meta-heuristics are able to find suitable solutions with less computational efforts compared to iterative methods, algorithms, or simple heuristics (Blum et al., 2011). This way, they can be considered as promising approaches to the optimization problems (Blum et al., 2011, Bianchi et al., 2009). In general, if two different algorithms are combined for solving problem, the approach is called hybrid approach. But if more than two algorithms or several heuristic algorithms are combined for this purpose, the approach is called a meta-heuristic. Note that hybrid of GA algorithm and K-means clustering algorithm has advantages for good clustering, and a hybrid of PSO Algorithm and K-means clustering algorithm has other advantages. It can be combined with the above-mentioned new methods in order to gain an algorithm that combines the advantages of both algorithms. It is called a meta-heuristic approach that is more successful than the previous method in clustering data.

The Proposed I-PSO-K-means Algorithm

Due to the characteristics of K-means clustering algorithms, they can be combined and hybridized with many other algorithms. An optimization algorithm that can be combined with clustering algorithms is particle swarm optimization algorithm. Since, for solving the problem, the particle swarm optimization algorithm does not require additional information and labeling, the same as the K-means clustering algorithms, it can use this advantage to combine two algorithms. Furthermore, hybridization of two algorithms can help to solve one of clustering problems. This problem is that K-means clustering has high intra-cluster distance. Using Particle Swarm Optimization K-means (PSO-K-means), this intra-cluster distance can be reduced. The PSO-K-means algorithm is a hybrid algorithm explained in Chapter 2. For reducing intra-cluster distance in the PSO-K-means, the Improved Particle Swarm Optimization-K-means (I-PSO-K-means) is proposed. This algorithm is fully described in the following sections.

Modeling of I-PSO-K-means Algorithm

This section improves the Particle Swarm Optimization Algorithm in K-means algorithm. Additionally, this section addresses the second objective of the study. One of the shortcomings of the PSO-K-means clustering algorithm is the high intra-cluster distance in the clustering of datasets, which can be low. To this end, the Improved Particle Swarm Optimization-K-means algorithm (I-PSO-K-means) is proposed. In the following, the design of I-PSO-K-means algorithm is described. The proposed algorithm in this section comprises eight important steps: initialization, compare for obtaining Pbest, compare for obtaining Gbest, calculating the function, checking the Max-domain, checking the Min-domain, and checking the repeat and running K-means. These steps are shown in Figure 4.5.

Implementation of the I-PSO-K-means Algorithm

In this section, the implementation of the I-PSO-K-means clustering algorithm (Improved Particle Swarm Optimization-K-means algorithm) is elaborated. As mentioned in the previous section, the algorithm proposed here is a hybrid of the PSO algorithm and the K-means clustering algorithm. In the following, the implementation of the I-PSO-K-means clustering algorithm is described. The proposed algorithm in this section has fourteen main steps. These steps are shown in Figure 1.
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Figure 1. The Pseudo Code of I-PSO-K-means Clustering Algorithm
In the I-PSO-K-means clustering algorithm, there is innovation in different parts of the algorithm. This algorithm is a hybrid of the K-means clustering algorithm and the particle swarm optimization algorithm, which reduces the intra-cluster distance in the K-means clustering algorithm. In the next section, the first proposed algorithm is investigated using different datasets and the results are compared with those of other algorithms.

**Analysis of I-PSO-K-means Algorithm**
Here, the analysis of the results obtained from the I-PSO-K-means clustering algorithm is presented. The I-PSO-K-means algorithm is related to the second phase of this study, namely intra-cluster distance. For intra-cluster distance, four criteria are taken into consideration the best of intra-cluster distance, worst of intra-cluster distance, average of intra-cluster distance, and standard deviation of intra-cluster distance. To better assess the performance of the proposed algorithm (I-PSO-K-means clustering algorithm), the K-means algorithm and PSO-K-means clustering algorithm are examined. For the K-means algorithm, the algorithm proposed by (Meilă, 2006) is selected because this article maintains the framework of the K-means algorithm. For the Particle Swarm Optimization-K-means algorithm, the algorithm of (Tsai and Kao, 2011) is chosen because the intra-cluster distance factor for evaluation in this instance is similar to the second phase. In this section, the proposed algorithm (the I-PSO-K-means algorithm), the PSO-K-means algorithm, and three previous algorithms have been tested using 6 data sets (Balance, Blood, Breast, Iris, Pima, and Wine).

In Table 1, the data and results of six data are expressed (Balance, Blood, Breast, Iris, Pima, and Wine). To better assess the performance of the algorithms, the algorithms are run 20 times. The results are average of intra-cluster distance, standard deviation of intra-cluster distance, best of intra-cluster distance and worst of intra-cluster distance for all algorithms.

| Dataset | Name of Algorithm | Intra-cluster distance | | |
|---------|-------------------|------------------------|---|---|---|---|---|---|
|         |                   | Best       | Worst       | Average    | Std. Dev. | |
| Balance | K-means           | 1426.21    | 1432.57    | 1432.57    | 4.29      | |
|         | GA-K-means        | 1423.55    | 1427.31    | 1427.31    | 2.10      | |
|         | I-GA-K-means      | 1423.35    | 1426.44    | 1426.44    | 1.94      | |
|         | PSO-K-means       | 1423.91    | 1426.39    | 1426.39    | 1.68      | |
|         | I-PSO-K-means     | 1423.25    | 1425.14    | 1425.14    | 1.00      | |
| Blood   | K-means           | 4090.37    | 4148.10    | 4148.10    | 8310      | |
|         | GA-K-means        | 4093.25    | 4140.56    | 4140.56    | 5447      | |
|         | I-GA-K-means      | 4090.11    | 4132.17    | 4132.17    | 2679      | |
|         | PSO-K-means       | 4055.38    | 4132.51    | 4132.51    | 3951      | |
|         | I-PSO-K-means     | 4080.11    | 4095.01    | 4095.01    | 959       | |
| Breast  | K-means           | 3056.96    | 3067.03    | 3067.03    | 15.50     | |
|         | GA-K-means        | 3054.65    | 3066.83    | 3066.83    | 10.63     | |
|         | I-GA-K-means      | 3051.09    | 3061.39    | 3061.39    | 7.85      | |
|         | PSO-K-means       | 3052.16    | 3060.98    | 3060.98    | 9.16      | |
|         | I-PSO-K-means     | 3050.30    | 3058.8     | 3058.8     | 8.67      | |
| Iris    | K-means           | 97.32      | 102.86     | 102.86     | 9.55      | |
|         | GA-K-means        | 97.03      | 97.86      | 97.86      | 0.67      | |
|         | I-GA-K-means      | 96.69      | 97.41      | 97.41      | 0.56      | |
|         | PSO-K-means       | 96.11      | 96.67      | 96.67      | 0.54      | |
|         | I-PSO-K-means     | 96.04      | 96.63      | 96.63      | 0.55      | |
| Pima    | K-means           | 5286.72    | 5219.4     | 5219.4     | 238       | |
|         | GA-K-means        | 4851.2     | 5214.1     | 5214.1     | 2306      | |
|         | I-GA-K-means      | 4793.6     | 5155.0     | 5155.0     | 2374      | |
|         | PSO-K-means       | 4803.3     | 5891.8     | 5891.8     | 2550      | |
|         | I-PSO-K-means     | 4726.7     | 5148.9     | 5148.9     | 2403      | |
| Wine    | K-means           | 16555      | 16811      | 16811      | 496       | |
|         | GA-K-means        | 16324      | 16536      | 16536      | 229       | |
|         | I-GA-K-means      | 16292      | 16382      | 16382      | 53        | |
|         | PSO-K-means       | 16288      | 16299      | 16299      | 8.18      | |
|         | I-PSO-K-means     | 16284      | 16296      | 16296      | 6.63      | |

In the above table can be seen that the proposed algorithm has better performance. In the next section, it is discussed results of this table.

**Discussion of I-PSO-K-means Algorithm**
In this part, the results of I-PSO-K-means clustering algorithm are discussed. Since the I-PSO-K-means algorithm is related to the second phase of the study; in this
phase, the comparison factor is intra-cluster distance. Therefore, in this section, two important areas, namely the intra-cluster distance that is the average of intra-cluster distance and the standard deviation of intra-cluster distance are analyzed. In Figure 2, the average of intra-cluster distance is shown for 20 times of running of the five algorithms.

![Figure 2: The average of intra-cluster distance in I-PSO-KM](image)

In the above figure, it can be seen that the average of intra-cluster distance in the proposed algorithm (Improved Particle Swarm Optimization-K-means) is better than the previous algorithms. Therefore, the performance of the proposed algorithm in this phase can be better than previous algorithms.

In Figure 3, the standard deviation of intra-cluster distance is shown for 20 times that the five algorithms ran. Lower standard deviation in algorithm shows that the algorithm is more stable.

![Figure 3: The standard deviation of intra-cluster distance in I-PSO-KM](image)

In the Figure 4, it can be observed that the standard deviation of intra-cluster distance in the proposed algorithm (Improved Particle Swarm Optimization -K-means) is better than the previous algorithm. Therefore, the proposed algorithm in this phase has a better performance compared to previous algorithms.
First, the number of initial population is chosen by random for cluster centers. This step is done for 40 times in order to obtain acceptable initial values. This phase is one of the new features in the I-PSO-K-means algorithm. After various experiments on various datasets, it was found that the selection of initial value of the PSO algorithm was very important. If the initial value is selected correctly, final result can be reached quickly and it reduces the intra-cluster distance by selecting appropriate initial value.

Second, obtaining Pbest for function is addressed. The Pbest is the best value among local values, which is selected to compare local values. All local values are calculated for intra-cluster distance by K-means clustering algorithm. After calculating intra-cluster distance, the minimum intra-cluster distance is selected (best value) for new Pbest to be used in the next step.

The third step addresses the achievement of Gbest for function. The Gbest is the best value among global values, which is selected to compare local values. All global values are calculated for intra-cluster distance by K-means clustering algorithm. After the calculation of the intra-cluster distance, the minimum intra-cluster distance is chosen (the best value) for new Gbest to be used in the next step.

Fourth, the function Vtt is calculated, which has three important items. The first item moves toward previously line, the second one moves toward local best line, and the third one moves toward global best line. Vtt should move toward goal function. Then, the Xtt is calculated as Vtt and Xt (previously Xtt).

The fifth and sixth steps are checking Xtt in the Max_domain and checking Xtt in the Min_domain. It should be Xtt into domain because if it is not, the result cannot be close to the goal function. In the I-PSO-K-means algorithm, new method is used for checking domain of Xtt. If Xtt>Max_domain, then Xtt = Max_domain, and if Xtt<Min_domain, then Xtt = Min_domain. Additionally, by selecting an appropriate domain, the intra-cluster distance can be reduced.

Figure 5 demonstrates an example of new Checking domain Xtt in the I-PSO-K-means clustering algorithm. In I-PSO-K-means algorithm, for checking domain, Xtt is created in two models. First, if Xtt>Max_domain, then Xtt = Max_domain. Second, if Xtt<Min_domain, then Xtt = Min_domain. In this condition, the answer is close to the goal function.
Seventh, the repetition of the main part of algorithm is checked. The main part of I-PSO-K-means algorithm is run 50 times. This is because the algorithm reaches the balance after 50 times running.

The eighth and final stage in the I-PSO-K-means algorithm is running the K-means clustering algorithm to obtain the results of the analysis. After running the initial step and the main step for finding final answer, the K-means is run to obtain data for analysis.

Conclusion

For the general selection, the initial population, the calculated function population, and the extra population are combined, and then the collection of the population is evaluated and sorted, the new initial population is selected for the next iteration to reach the goal function. All these steps are repeated 50 times to reach the optimal result (cluster centers). Finally, optimal solution to the K-means clustering algorithm is used to obtain the results of the analysis. In the next section, the implementation of I-PSO-K-means clustering algorithm will be described in detail.
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