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Summary 
Improvement of accuracy and optimal function of search engines 
has always been an area of concern for designers and researchers. 
Although these search engines work relatively well in simple 
searches, because the most existing search algorithms are based 
on search keywords, it can be expected for search engines to face 
trouble and confusion in some states of advanced searching. A 
possible solution is implementing Web Resources Categorization 
before performing the search. This study examines the basic web 
page clustering algorithms with the help of a k-means algorithm 
and optimizes its performance by solving its problems. The main 
issue is in the initial selection of clusters which can have a 
significant impact on the final clustering. Therefore, this research 
study proposes a new method for optimizing the core algorithm 
using cellular learning automata algorithm based on the Genetic 
Algorithm. 
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k-means Algorithm, Evolutionary Computation Algorithm, 
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1. Introduction 

Data clustering is an important subject in data mining 
which acts as one of the pre-phases of data processing and 
provides valuable results [1].  Web clustering is significant 
because it can be used to improve search engine results or 
the web creep operations, in addition to preprocessing [2]. 
This not only resolves the need for manual organization of 
information but also it can improve the recovery efficiency 
by restricting the search to a limited number of clusters.   
Ultimately, this allows users to have easier access to the 
collection of documents [3-6]. 
Clustering is defined as positioning the data in different 
groups so that the intra-group similarities are minimum 
and inter-group similarities are maximum [4]. Regarding 
application of clustering on the web, there are two 
categories of works: clustering of domain-specific web 
documents and clustering of search results [30].  
Clustering of web documents involves several challenges 
including defining the characteristic of the documents and 
determining an appropriate weight for each of them, 
choosing a clustering approach and establishing a suitable 

criterion for similarity, as well as the limitations of 
computational resources and memory [21, 30]. 
We continue to section 2 where procedures and criteria of 
web page clustering are provided. The clustering is then 
defined completely in section 3.  Section 4 introduces the 
k-means clustering algorithm which is applicable to web 
pages. Section 5 addresses the improvement of the given 
algorithm using cellular learning automata algorithm 
based on revolutionary computation and evaluates the 
clustering results of some common methods compared to 
proposed method. 

2. Procedures and Criteria for Web Page 
Clustering 

In this section, we will discuss the conventional procedure 
of clustering operations as well as the criteria to be 
considered for clustering. 

2.1 Clustering Procedure 

Clustering of the patterns usually includes the following 
steps [8]: 

1) Pattern Recognition (this can also include 
extraction or selection of criteria and features), 
2) Defining a measure for pattern Proximity 
(similarity) for the data range, 
3) Clustering or Grouping, 
4) Data Abstraction (if needed), 
5) Evaluation or Validation of outputs (if needed). 

Pattern Recognition involves with determining the number 
of classes and the number of available patterns for the 
existing clustering algorithm. Feature Selection is the 
process of determining the most effective subset of the 
main features to be used in clustering.  Feature Extraction 
uses one or more conversion of input parameters to 
generate other new and significant features.  Pattern 
Proximity (similarity) is usually measured by defining a 
distance function on each pair of patterns. Different 
criteria are used for measuring the distance between 
patterns, the most famous of which is the Euclidean 
Distance [10].  The output of clustering can be hard or 
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fuzzy groups (each pattern may have a different 
membership level in each group [26]).  The feedback path 
indicates that cluster analysis is not a sudden process and 
in many cases, one can sense the need for iteration and 
rotation between stages.  Data Abstraction is the process 
of extracting a (simple and compact display of) dataset 
[11].  Data Abstraction in content clustering is the 
description of a summary of each cluster such as cluster 
centroid [12]. 

2.2. Clustering Criteria 

One of the features that the web provides for information 
exploration is the application of new criteria for clustering.  
Generally, the criteria for web clustering can be 
categorized as Link-based criteria, content- (and structure-
) based criteria and criteria which use a combination of the 
two [9]. 
 

2.2.1. Link-Based Criteria 

Three criteria are considered in link analysis of web 
structures: co-link, coupling, and co-linkage. The co-
linkage of a pair of web domains is the number of domains 
that they are both linked to. Coupling of two domains is 
also the number of domains that they are both linked to. 
Together, these two criteria are known as Cohesion. The 
reason that we use coupling and co-linkage along with co-
link is that those sites which do not belong to the same 
community usually do not link out to each other due to 
competitive reasons.  However, these pages can be linked 
through coupling or co-linkage. The results show that the 
combination of the three criteria results in the highest 
probability for identifying similar sites. However, the main 
improvement is achieved through using the links [13]. 

2.2.2. Content and Structure-Based Criteria 

Conventional methods of documents clustering valued all 
parts of the text, including the title, keywords, etc. the 
same.  Snippets and anchor texts are two significant 
sources of web page clustering beside the content of the 
document.  Linking terms or phrases written around 
hyperlinks are other groups that can be used for clustering 
[13]. 

2.2.3. Combined Criteria 

After the development of link-based criteria, it appears 
that these criteria alone cannot be sufficient for clustering 
and stating similarity since these criteria have very low 
remembrance with a high possibility of noise (false and 
biased links).  Thus combining the link-based criteria with 
content-based criteria to create more accurate and 
comprehensive criteria can be useful [24]. 

2.3. Exploring the Web 

There are three types of web exploring methods: exploring 
the web content, exploring the web structure, and 
exploring the web applications [19]. 
Exploring Web content is concerned with describing and 
discovering useful information from the web content, data, 
and documents. There are two approaches to exploring the 
web content:  information retrieval approach and database 
approach.  Exploring data content in data retrieval based 
on the content aims to help the data filtering process or to 
find the data for users which is usually done based on data 
extraction or user demand whereas database approach 
refers to web data modeling and combining, e.g. the 
majority of specific queries required for searching 
information.  
Exploring the web structure attempts to discover the 
linking structures of the web.  This model can be used to 
classify web pages and to generate information such as 
similarities and connections between different web sites.  
Exploring web applications uses the data obtained from 
the results used to identify users’ behavior models to 
automatically achieve web services.  Identifying the 
models is the key component of web search that includes 
different algorithms and techniques in various fields of 
research, such as data analysis, machine learning, statistics, 
and modeling.  One of the important model identification 
processes in the web is clustering.  Clustering concerns 
with the process of grouping objects, so that similar 
objects are in the same group.  Each of these groups is 
called a cluster. Cluster analysis is a technique for 
grouping data users or items (web pages) based on similar 
features. 

3. Problem Definition 

The process of grouping a set of physical or abstract 
objects in similar groups is called clustering. Objects of a 
cluster are different from one another and objects in other 
groups. 
Consider a set of n objects as x= {x1, x2, …, xn}. 
Clustering attempts to group these objects in k clusters 
such as c= {c1, c2, …, ck}. Each cluster would be as 
follows: 

 
In the above definition, difference scenarios of clustering 
n objects into k cluster would be as follows: 

 
(1) 

 
In most methods, the use determines the value of k. The 
above equation shows that even when k is a known value, 
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finding the best clustering scenario is not easy. Moreover, 
the clustering methods of n objects into k clusters increase 
the value of kn/k!. Therefore, the clustering problem for 
clustering n objects into k clusters is an NP problem in the 
best case scenario. 
For clustering, each web page is considered to be a point 
in the space that we will draw later on. To do so, we 
would need information about each page. This information 
is obtained by web creep which gathers the required 
information about the pages and puts them in a database.  
Here, we will study the algorithm with a standard Dataset 
obtained from the UCI Repository in order to achieve a 
standard and reliable conclusion. These data possess nine 
features and 650 records, the information of which is 
shown in Table 1. 

Table 1: Features of the Web Layout Data 

Feature 

M
inim

um
 

First 
Q

uartile 

M
edian 

A
verage 

T
hird 

Q
uartile 

M
axim

um
 

1 2 55 108 108 161 214 
2 1.511 1.517 1.518 1.518 1.519 1.534 
3 10.73 12.9 13.3 13.41 13.83 17.38 
4 0 2.09 3.48 2.676 3.6 3.98 
5 0.29 1.19 1.36 1.447 1.63 3.5 
6 69.81 72.28 72.79 72.66 73.09 75.41 
7 0 0.13 0.56 0.4991 0.61 6.21 
8 5.43 8.24 8.6 8.958 9.18 16.19 
9 0 0 0 0.1759 0 3.15 

 
Therefore, each web page is a point positioned in a nine-
dimensional space in which the clustering is going to be 
conducted.  
Examination of the clusters with criteria is one of the 
important parts of clustering. We will use Davies-Bouldin 
Index for this purpose [28]. Davies-Bouldin Index is a 
function of the ratio of total inter-cluster diffraction to 
distance between clusters.  Davies-Bouldin validation 
index is shown by equation (2). This method works based 
on minimization. 

𝐷𝐷𝐵𝐵 =
1
𝑛𝑛
�𝑚𝑚𝑎𝑎𝑥𝑥 �

𝑆𝑆𝑛𝑛(𝑄𝑄𝑖𝑖) + 𝑆𝑆𝑛𝑛(𝑄𝑄𝑗𝑗)
𝑆𝑆(𝑄𝑄𝑖𝑖 ,𝑄𝑄𝑗𝑗)

�
𝑛𝑛

𝑖𝑖=1
𝑖𝑖≠𝑗𝑗

 (2) 

Where n is the number of clusters, Sn is the average 
distance of the cluster data from the cluster center, and 
S(Qi, Qj) is the distance between cluster centers. 
Therefore, when the inter-cluster objects are close, and the 
clusters are far from each other, we will have a smaller 
ratio. The smaller the value of Davies-Bouldin index, the 
higher the validity of clustering. 

4. K-means Algorithm for Web Page 
Clustering 

K-means algorithm is one of the common and widely used 
algorithms in web page clustering that is less dependent on 
the problem and application type compared to other 
algorithms. In its basic state, this algorithm finds a 
representative for each cluster and assigns the web page to 
these representatives. Then, each cluster center is updated 
considering to its members. The assign-update process 
repeats until a specific ending criterion is met [2]. Despite 
its simplicity, this algorithm is considered to be a basic 
method for many other clustering methods. There are 
different types of this algorithm. However, all of them 
have the same routine that attempts to estimate the 
following for a fixed number of clusters: 

• Finding points for cluster centers. These points 
are in fact the mean of the points that belong to 
each cluster. 

• Assigning each sample data to a cluster that has 
the shortest distance from the center of that 
cluster.   

In the basic form of this method, first, a number of points 
equal to required clusters are selected randomly. Then the 
data is assigned to one of these clusters according to their 
proximity (similarity), and thus, new clusters are created. 
By repeating this routine, each time we can calculate new 
centers by finding the means of the data and then re-assign 
them to new clusters. This will continue until the data 
would not change any more. K-mean algorithm is shown 
in Figure 1. 
 

01    Select an Initial Partition (k centers) 
        Repeat 
02    Data Assignment: Re-compute Membership 
03    Relocation of “means”: Update Centers 
04    Until (Stop Criterion) 
05    Return Solution 

Fig. 1  k-means Algorithm 

As is shown in the Figure, the k-mean algorithm consists 
of two measurable parameters. The first being the number 
of clusters (k) which should be determined from the 
beginning of the process and second being the starting 
points of the algorithm. These starting points are selected 
randomly in the standard algorithm. 
The algorithm should be run as follows for web page 
clustering in a nine-dimensional space: 
1- First, k points are selected in the nine-dimensional 
space as the cluster centers. 
2- Each web page (which is shown as points in this space) 
will be assigned to the cluster that its center is closest to 
that data. The distance between each web page and the 
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center of each cluster is determined using Euclidean 
Distance method which is shown in equation 3. 

𝑑𝑑(𝑥𝑥, 𝑦𝑦) = ��(𝑝𝑝𝑖𝑖 − 𝑞𝑞𝑖𝑖)2
𝑛𝑛

𝑖𝑖=1

  , 𝑝𝑝 = (𝑝𝑝1, 𝑝𝑝2, … , 𝑝𝑝𝑛𝑛), 𝑞𝑞 = (𝑞𝑞1, 𝑞𝑞2, … , 𝑞𝑞𝑛𝑛) (3) 

3- After all the web pages are assigned to a cluster, a new 
point is calculated for each cluster as the center (the mean 
of the points of that cluster).  
4- Steps 2 and three are repeated until the center of 
clusters no longer change. 
All the running steps of the algorithm in a two-
dimensional space is shown in Figure 2. 
 

 

Fig. 2  Performance of the k-means Algorithm in the Two-Dimensional 
Web Page Environment 

Knowing the number of clusters (k) from the beginning is 
important.  Now we want to find the appropriate k for the 
solution by running the above-mentioned algorithm in a 
nine-dimensional space. We will start by setting k=2. Then 
we increase its value one unit at a time while running the 
algorithm each time. This should be repeated until the 
optimal number of clusters with the lowest value of 
Davies-Bouldin validation index is determined. 
To find the optimal k, its value increases while the 
clustering validation index decreases. This, however, 

won’t be the case forever since after some time, the index 
value starts to increase. Figure 3 shows how k is selected. 
The index decreases for k=2 to 5 and then it starts to 
increase again. Thus, the optimal value of k in Figure 3 is 
equal to 5. 
 

 

Fig. 3  Finding the Optimal Number of Clusters 

This algorithm has problems, some of which are: 
• The final result depends on the selection of initial 

clusters. 
• There is no specific routine for initial calculation of 

cluster centers. 
• If in one running iteration, the number of data 

assigned to a cluster turns out to be zero, there is no 
way for changing and improving the rest of the 
process. 

To solve these problems as well as improving the 
consistency of the algorithm with web features, we have 
developed and improved the algorithm in the next section. 

5. Improving the k-means Algorithm for Web 
Page Clustering 

This section intends to optimize the k-means algorithm for 
web page clustering using cellular learning automata 
based on revolutionary computation [29] which is tasked 
to determine the starting points of the algorithm. 

5.1. The Structure of the Cellular Learning Automata 

First, we need to specify the cellular learning automata. 
For this problem, we are going to use a one-dimensional 
CLA (Cellular Learning Automata). The number of 
cellular learning automata elements is equal to records of 
the standard data of web pages. We assign a number to 
each record. Figure 4 shows an overall view of 8 records 
where records are numbered. In fact, figure 4 has eight 
records, each of which has two features. That is why this 
figure is shown in a two-dimensional space whereas if 
three features were used, space would have been three-



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.6, June 2017 

 

282 

 

dimensional, and if n features were used, space would 
have been n-dimensional. 
 

 

Fig. 4  Overall View of Numbering Records with 8 Records in a Two-
Dimensional Space 

Next, we will determine the number of clusters and 
randomly select the same number of points. For example, 
in figure 4, the number of clusters is two and two points of 
2 and 7 are selected as initial cluster centers. These two 
points are colored blue in the overall view of Figure 5. 
 

 

Fig. 5  Two Points Are Randomly Selected 

The appropriate automata structure for Figure 5 is one-
dimensional, and its values are in bits.  If the value is 
equal to zero, that means no point should be selected. If it 
is equal to 1, then one point should be selected as the 
cluster center. Figure 6 shows the appropriate automata for 
Figure 5. 
 

1 2 3 4 5 6 7 8 
0 1 0 0 0 0 1 0 

Fig. 6 The Appropriate Cellular Learning Automata Structure for Figure 5 
The overall structure of proposed cellular learning 
automata is one-dimensional, and it has n cells. The values 
of these cells are in bits. This structure is shown in Figure 
7 where n is the number of records. 
 

1 2 3 … N 

0~1 0~1 0~1 … 0~1 

Fig. 7 Structure of Proposed Cellular Learning Automata 

Therefore, the number of elements equals the number of 
clusters, and the cellular learning automata are calculated 

by equation 4 when the number of clusters is k.  In this 
equation, n is the number of records. 

�𝐶𝐶𝑒𝑒𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝐿𝐿𝑒𝑒𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝐴𝐴𝑢𝑢𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑖𝑖

𝑛𝑛

𝑖𝑖=1

= 𝑘𝑘 (4) 

The following algorithm shown in Figure 8 is used to 
determine the number of initial points of cellular learning 
automata. 
 

Initialization Cellular Learning Automata 
1.    For i=1 to k 
2.        Do 
3.           Rand=Random Between 1 and n 
4.       While (Cellular Learning Automata RRandR< >1) 
5.       Cellular Learning Automata Rand=1 
6.    End for 
End 

Fig. 8  Initialization of Cellular Learning Automata 

Another important point regarding cellular learning 
automata is defining its Neighborhood. The proposed 
neighborhood definition is that each point has a 
neighborhood with all the other points. That is so that we 
could exchange the values of each cell in a CLA with zero 
points.  Therefore, the transfer function is defined so that 
only one cell with the value of 1 is exchanged with a cell 
with the value of zero. 
The cellular learning automata should be evaluated after 
each exchange of the cluster centers.  This evaluation is 
done with the help of determining the distance of each 
page with its cluster center using Euclidean Distance 
method shown in equation 3. 
The quality of clustering will then be evaluated based on 
equations (5). 
 

 

(5) 

 

As an ending criterion for cellular learning automata, after 
each CLA exchange operation, the best clustering is saved.  
If no better cluster was created after some times (e.g. 100 
times calculated by trial and error), the cellular learning 
automata would stop. 
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5.2. Using Genetic Algorithm as Part of the Solution 

The genetic algorithm receives the cellular learning 
automata as an input to determine the starting points of the 
k-mean algorithm.  
To determine the initial population of the algorithm we 
need to turn the final output of each cellular learning 
automata into a chromosome.  Figure 9 shows an example 
of turning the cellular learning automata to clustering. 
 

1 2 3 4 5 6 7 8 
1 0 0 0 0 0 1 0 

 

 

Fig. 9 Example of Turning the Cellular Learning Automata to Clustering 

Then we will define the chromosome based on the created 
clusters. The number of chromosomes is equal to defined 
records in the standard data and gens contain the number 
of clusters. For example, in Figure 9, records 1, 2 and five 
are related to the first cluster and the rest of the records are 
related to the second cluster. The equivalent chromosome 
of Figure 9 is shown in Figure 10. 
 

1 2 3 4 5 6 7 8 
1 1 2 2 1 2 2 2 

Fig. 10 Chromosome Created Based on Cellular Learning Automata in 
Figure 9 

When the formation method for the initial population was 
determined, then it is time to determine the size of the 
population. The size of the population is an important 
factor in the efficiency of the algorithm. If the population 
is too small, a small section of the solution space would be 
searched and the solution would tend towards a local 
optimum quickly and with high probability. If the 
population is too large, reaching the solution would need 
numerous calculations and, as a result, running would take 
a very long time. The best scenario is an initial population 
of 200, which has been calculated with trial and error.  
Considering that the chromosome is the same as cellular 
learning automata, the fitness function would be equal to 
fitness function section of learning automata. Now, we 
will use the Ranked-Based Selection method to select the 
parents. The reason is preventing the premature 

convergence of genetic algorithm and creating divergence 
capability in the algorithm.  
In the next step, we will use the uniform crossover 
operator. This operator chooses the value of the child gene 
according to the values of the corresponding genes of both 
parents. In this method, the values of each parent’s genes 
have equal chance to participate in corresponding child 
genes.  Based on a random distribution this operator 
determines that the value of each child gene will be 
selected from which corresponding parent gene.  An 
example of this operation is shown in Figure 11. 
 

 

Fig. 11 Structure of Uniform Crossover 

In the second part of the composition, in the roulette wheel 
selection scenario, we will use a one-point crossover 
operator, the structure of which can be seen in Figure 12. 
 

 

Fig. 12 Structure of One-Point Crossover 

Mutation Operator is the other genetic algorithm operator 
that will be discussed in this section.  The mutation 
operator selects a gene randomly and re-initializes it. 
Obviously, due to lack of exploitation of the population 
information, this is completely compatible with the 
definition of mutation operator, and it attempts to make 
the algorithm divergent. The mutation structure can be 
seen in Figure 13 
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Fig. 13 Mutation Structure 

We will now use the generational Replacement Method 
because this method can both be divergent and convergent 
by changing its variables. Thus, 50% of the parents and 
50% of the children are replaced in the next generation 
which makes the problem dynamic.  
In the end, the ending criterion of the genetic algorithm is 
set to be the production of 100 unchanged generations in 
the fitness function and the best chromosome with the best 
exit criteria will be selected.   Then, clusters are drawn, 
and the means of the clusters are selected as the starting 
point of the k-means algorithm.   Now we un the k-means 
algorithm.   Figure 14 illustrates the formation of the 
starting points of k-means algorithm. 
 

1 2 3 4 5 6 7 8 
1 1 1 1 1 2 2 2 

 

 

Fig. 14 Formation of the Starting Points of k-means Algorithm 

The proposed algorithm flowchart can be seen in Figure 
15. 
 

 
 

Fig. 15 Flowchart of the Proposed Algorithm 

6. Evaluation of the Proposed Algorithm 

This section compares the results of the proposed method 
on the UCI standard dataset which contains the web page 
clustering information with the results of several other 
evolutionary clustering offered in recent years. This 
comparison is conducted by the help of Davies-Bouldin 
index which works on the basis of minimization. 
Algorithms that this study has selected for comparison 
include Basic Algorithm, k-means, Fuzzy c-means, ACO, 
PSO, GA, CLA, K-Medoids, DBSCAN and the proposed 
algorithm.  The results of evaluation of these algorithms 
are shown in Figure 16. 
 

 

Fig. 16 Results of Evaluation of the Proposed Algorithm with other 
Algorithms 
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As is shown in Figure 15, the proposed algorithm 
performs better than the other eight methods. In order to 
find out how better does the proposed method work 
compared to other methods, we will use a statistical 
parameter called relabel which can be seen in (6). 

relabel =
|𝑛𝑛𝑒𝑒𝑤𝑤 𝑣𝑣𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑜𝑜𝑙𝑙𝑑𝑑 𝑉𝑉𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙|

𝑜𝑜𝑙𝑙𝑑𝑑 𝑉𝑉𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙 × 100 (6) 

The proposed algorithm is evaluated compared to other 
methods based on the statistical parameter of relabeling. 
The result of this evaluation can be seen in Figure 17. 

 

 

Fig. 17 Evaluation of the Result of the Proposed Algorithm Compared to 
Other Methods Based on Statistical Parameter of relabel 

As is shown in Figure 17, Fuzzy c-means clustering 
method works better for the standard web page data; the 
proposed method is better than that method by 0.69%.  
The proposed method works 24.7% better than ACO 
algorithm which is the worst method for these data. 

7. Conclusion 

Web pages are rich sources of information, and they can 
be used as new features to improve clustering algorithms.  
Part of this information and features come through the link 
structure of the web, and the other part comes from the 
web content.  However, since there is no specific 
discipline in web development, these features can also 
create profound challenges.  As a result, examination of 
various aspects of these criteria and the associated 
algorithms is essential.  On the other hand, there is a need 
for clustering the set of web pages so that the need for 
manual organization of information as well as increasing 
the efficiency of information retrieval operation by 
restricting the search to a limited number of clusters can 
be met. K-means algorithm is known as one of the most 
famous methods for web page clustering. However, this 
method has some shortcomings despite its high efficiency. 
This study attempts to examine these shortcomings while 
providing a method for resolving them and improving its 
performance.  Since this algorithm begins its work by 
randomly selecting initial points for determination of 
clusters and this choice will definitely affect the final 

result of clustering, the initial points of clusters can be 
considered as an improvement in the performance of this 
algorithm.  Therefore, the proposed method uses the 
cellular learning automata to determine the initial points of 
the cluster centers. Then we exploit the genetic algorithm 
to receive our input from the cellular learning automata 
and determine the initial points of clusters for the 
beginning of the k-means algorithm with the help of that 
algorithm. 
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