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Summary  
False alarm rate reduction is one of the challenging issues in the 
sonar systems. This paper uses classification technique to 
identify real targets from false alarms. For this purpose, Radial 
Basis Function Networks (RBFNs) are utilized. Taking into 
account the use of gradient descent and recursive methods in the 
classic RBFNs, low Classification accuracy, slow convergence 
rate, and getting stuck in local optima, are the main drawbacks of 
RBFNs. In order to overcome these shortcomings, this paper 
suggests the use of the newly proposed Interior Search Algorithm 
(ISA) for training the RBFN. In order to measure the 
performance, ISA is compared with five well-known benchmark 
algorithms named PSO, ACO, GA, DE, and BBO in terms of 
entrapment in local minima, classification rate, and convergence 
speed. The results show that ISA is significantly better than the 
other well-known benchmark meta-heuristic algorithms in 
identifying real targets from false alarms. 
Key words: 
Sonar, Classification, Interior Search Algorithm, Radial Basis 
Function Networks. 

1. Introduction 

Classification of underwater targets from the acoustic 
backscattered signals includes discrimination between 
target and non-target objects as well as the description of 
background clutter [1]. There are a lot of components that 
complicate this procedure such as: non-repeatability and 
alteration of the target signature with aspect angles, range 
and grazing angle [2], challenging natural and man-made 
clutter [3], effects of latitude and longitude [4], highly 
variable and reverberant working environment [5,6], 
dependence on the water's temperature, the salinity, the 
depth [7] and the lack of any pre-knowledge about the 
form and the geometry of the non-target [8]. 
Considering mentioned complexities, three main 
classification schemes have been proposed in recent years: 
a) Methods based on oceanography [9,10], sonar modeling 
and engineering [11,12] and also statistical processing 
[13,14], b) signal processing [15,16] and feature extraction 
methods [17], and c) development of new classifiers 
[18-20]. 

In the first group, researchers attempts to consider 
environmental circum stances [1-4], multi-path effects 
[21], sonar specifications [10], sound propagation models 
[12], topographic effects [9], seabed's scattering models 
[10], and non-stationary clutter's resources [8] then to 
calculate the accurate statistical model (statistical 
distribution) for real targets and non-target echoes [13,14]. 
In these methods, discrimination was performed by 
calculating the distribution's parameters. For example, 
mean and variance of the normal distribution, the shape 
parameter of the K-distribution,  shape and scale 
parameters of the gamma distribution and lambda 
parameter of the Poisson distribution. 
In the second category, researchers attempt to utilize 
different signal processing techniques and feature 
extraction methodologies such as various filters [22], 
Discrete Wavelet Transform (DWT) [23], Mel-Frequency 
Cepstral Coefficient (MFCC) [24], Zero Crossing Rate 
(ZCR), entropy and dynamism features, low-frequency 
features [25] and etc to extract the best feature for 
reaching the best performance of the used classifier. 
In the last one, scientists propose new classifier to classify 
sonar dataset effectively. In recent years, many efforts 
have been done to propose effective classifier in this field 
[26-30]. Recently, using of Artificial Neural Networks 
(ANNs) is taken account into consideration for their 
outstanding achievements [31-34]. High accuracy, 
versatility, the inherently parallel structure which is very 
useful in hardware implementation and then real-time 
processing are some of the distinguished features of ANNs 
in the sonar target identification which encourage us to use 
assumed classifier. 
RBFNs are one of the most suitable ANNs for industrial 
application. Using these networks, complex problems can 
be solved. Generally speaking, RBFNs are used to target 
identification, function approximation, and time series 
prediction [35-37]. In spite of their applications, the 
unique ability of RBFNs is learning [38]. Learning is the 
fundamental part of all ANNs that can be separated into 
supervised [39] and unsupervised [40]. Generally speaking, 
the learning of the RBFNs is a crucial point for them. 
Many derivative-based methods have been used to train 
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RBFNs such as Gradient Descent (GD) [40], Kalman 
Filter (KF) [41] and Decoupling Kalman Filter (DKF) [42] 
and also Back Propagation (BP) [43]. As well as 
derivative-based methods, stochastic methods such as 
Genetic Algorithm (GA) [44], modified 
Biogeography-Based Optimization (BBO) [45, 46], 
Stochastic Fractal Search (SFS) [47], Particle Swarm 
Optimization (PSO) [48], and Gray Wolf Optimizer 
(GWO) [49] have been used in training ANNs. 
The ultimate purpose of the training process in RBFNs is 
regulating the best combination of network’s parameters 
for the sake of the least amount of error. To satisfy 
aforementioned condition, this paper suggests the use of 
the recently proposed meta-heuristic algorithm named 
Interior Search Algorithm (ISA) [50]. The main advantage 
of ISA is low setting parameters and low complexity in 
comparison to other meta-heuristic algorithms. 
The rest of the paper is structured as follow: Section 2 
presents RBFNs. The ISA algorithm is described in 
section 3. The method of applying ISA as a trainer for 
RBFN is presented in Section 4. Section 5 discusses the 
results. Finally, Section 6 provides conclusion and 
suggests some directions for future work. 

2. Radial Basis Function Networks 

RBFNs are one of the Feed-Forward Neural Networks 
(FFNNs) which are composed of three layers (an input 
layer, hidden layer, and output layer). The general block 
diagram of a typical RBFN is shown in Fig.1. In RBFNs, 
outputs of the input layer are manipulated by calculating 
the distance between inputs and centers of the hidden layer. 
The outputs of the second layer (hidden layer) are 
calculated by multiplying the outputs of the input layer 
and related connection weight. Each neuron of the hidden 
layer has a center. So, the general description of a typical 
RBFN is given by equation (1) [47]: 

1

ˆ ( )
I

j ij i j
i

y w x cφ β
=

= − +∑ .                  (1) 

In this paper, Euclidean distance is considered as the 
classic distance and Gaussian basis function is considered 
as RBF function as shown by the equation (2): 

2(r) exp( )i ix cϕ α= − − .                  (2) 

 

Fig.1: The general description of a typical RBFN. 

In equations (1) and (2), i is defined as { }1,2,3,...,i I∈  
where I is the number of hidden neurons, ijw  shows the 
connection weight from ith neuron in the hidden layer to 
jth neuron in the output layer, φ indicates Gaussian basis 
function, iα  shows variance parameter for ith hidden 
neuron, x is input vector, ic  is the center vector for 
neuron i, β shows the bias of jth neuron in the output layer 
and y is the output of the RBFN.  
Fig.2 shows an RBFN with three layer, where the number 
of inputs (x) is m. In this figure, the number of hidden 
neurons is I where the output of each neuron is calculated 
in terms of the Euclidean distance between the inputs and 
center vectors. The hidden neuron is included an 
activation function named RBF Gaussian Basis Function. 
Outputs of hidden layers transfer to the output layer 
through weights ( 1w ،...، 2w ). The output of the RBFN is a 
linear combination of the outputs of the hidden layer and 
bias parameter β. Finally, y is calculated as RBF's output. 

 

Fig.2: An RBFN with one hidden layer. 
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Where y is the desired output and y shows the calculated 
output. The final aim of RBF training method is 
minimizing the RMSE. 

3. Interior Search Algorithm 

This section describes Interior Search Algorithm (ISA), 
which is used to train an RBFN in the next section. ISA is 
inspired by the architectural processes, which is suggested 
by Gandomi [50]. This algorithm utilizes the concept of 
architectural design and decoration. Considering Fitness 
function, ISA uses two main searching operators named 
composition and mirror group for solving global 
optimization problems. In the first stage (composition 
group), the composition of the searching agents is changed 
to obtain a more beautiful vision. In the second stage 
(mirror group), mirrors are placed between these searching 
agents and the best searching agent to obtain better vision. 
A typical Scheme of this stage is shown in Fig.3. 

Global Best

 Elementthi  Elementthi

Global Best

a b

 

Fig.3: A typical Scheme of mirror search. 

Generally speaking, ISA is described as follow:  
• Step 1: The Positions of searching agents are 

stochastically generated. These stochastically 
positions are located between Upper Bounds (UB) 
and Lower Bounds (LB). 

• Step 2: Calculate the fitness functions of the searching 
agents. 

• Step 3: Obtain the best searching agents. In this 
special problem (RBFN training), the best searching 
agent has the minimum fitness function i.e. SSE. This 
searching agent ( j

gbx ) is the best agent at jth iteration. 
• Step 4: Other searching agents are stochastically 

divided into two main groups, composition group and, 
mirror group. For this purpose, a parameter (α) is 
suggested as equation (4). 

1

1

          
           

≤
 ≥

r a then mirror group
f

r a then composition group
    (4) 

 Where 
1

r  is a random value between 0 and 1. It is 

worth mentioning that a Must be carefully adjusted 
because it is the only parameter of the algorithm and it 
balances the swapping behavior between exploration 
and exploitation phases. 

• Step 5: In the first stage (composition), the 
composition of each searching agent is stochastically 
changed within a bounded search space as follow 
[50]: 

 
 2( )= + − ×j j j rj

ix LB UB LB ,     (5) 

Where 
j

ix  is the ith searching agent in the jth iteration, 
LBj and UBj are lower and upper bounds, respectively, 
and r2 is a random value between 0 and 1. 
• Step 6: For the second stage (mirror group), a mirror 
is stochastically located between each searching agent and 
the global best (best searching agent). The location of a 
mirror for the ith searching agent at jth iteration is as 
follows: 

( )1
, 3 31−= + −j j j

m i i gbx r x r x .                 (6) 
Where 

3
r  is a random value between 0 and 1. The 

location of the virtual position of the searching agents 
depends on the mirror location, as shown in equation (7). 

1
,2 −= −j j j

i m i ix x x .      (7) 
• Step 7: It is useful for the best searching agent (global 
best) to slightly change its location using the random walk 
as follows: 

1j j
gb gb nx x r λ−= + ×  .      (8) 

Where 
n

r  is a vector of random numbers, and λ is a scale 

factor depending on the size of the search space as follows 
[50]: 

0.01 ( )-λ = × UB LB    .      (9) 
This random vector works as a local search operator 
because it discovers around the best searching agent. 
•  Step 8: In the next step, the fitness functions of the 
searching agent and virtual agent’s location are calculated. 
Then update their positions if their fitness values are 
improved this step can be expressed as: 

( ) ( )1
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• Step 9: Repeat the algorithm from step 2, if any of the 
stop criteria is not satisfied. The pseudo code of ISA is 
shown as follows. 
 

While  
 For I = 1 to n  
  If gbx   

1j j
gb gb nx x r λ−= + ×   

Else if  1r α<   

 ( )1
, 3 31j j j

m i i gbx r x r x−= + −   
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 End for 
 For I = 1 to n 
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 End for 
End while 

Fig.4: The pseudo code of ISA. 

4. The Training of RBFN Using ISA 

Generally speaking, there are three methods to present the 
parameters of RBFN: 1) vector-based, 2) matrix-based and 
3) binary state [1]. In the vector-based method, only one 
vector presents each searching agent. All weights, biases, 
and related centers should be obvious to train an RBFN. In 
the matrix-based presentation, one matrix presents each 
searching agent. In binary state presentation, each 
searching agent is shown in the form of a string of binary 
bits. Any of these presentations have special disadvantages 
and advantages that can be helpful within a specific 
problem.  
In this paper, the vector-based presentation is utilized to 
present the RBFN, because its structure is not very 
complex. Also, the ANN toolbox of MATLAB software is 
not utilized in order to reduce the time of running RBFN. 
As previously stated, training RBFN can be obtained by 
selecting optimum values for the following parameters: 
• W: Weights between the output layer and hidden 
layer.  
• a: Emission parameters of the Gaussian Basis function 

of the hidden layer. 
• c: Centers of the hidden layer.  
• β: Bias parameters of neurons in output layer. 
The number of neurons in the hidden layer is crucial 
parameter that should be carefully specified. Using more 
neurons than the normal number leads to over-fitting 
network, which caused to increase structural complexity 
and algorithm’s running time. According to [47] and 
studies that have been carried out, 4 neurons are chosen in 
the hidden layer. ISA’s searching agents are consist of 
weight ( ), bias vectors ( ), center vectors (c) and 
emission parameters ( ). A typical searching agent of ISA 

can be presented in the vector that is shown in equation 
(11): 

              (11) 
As previously stated, the ultimate aim of the training 
methods is tuning the special parameters of the RBFN. 
Each training iteration should calculate the fitness value of 
all searching agents. In this paper, searching agent’s fitness 
values are calculated by SSE as follows: 

           (12) 

5. Setting Parameters and experimental result 

In order to evaluate the performance of ISA in training 
RBFN, as well as ISA, the RBFN are taught by some 
well-known benchmark algorithms such as Biogeography 
Based Optimization (BBO), Ant Colony Optimization 
(ACO), Differential Evolution (DE), Particle Swarm 
Optimization (PSO), and Genetic Algorithm (GA). The 
initial values and essential parameters of these algorithms 
are presented in Table 1. In the next section, sonar dataset 
will be completely explained and then the designed RBFN 
will be evaluated on that dataset. 

5.1 Sonar dataset 

This paper uses Sonar dataset that is extracted from 
Gorman and Sejnowski marine experiment available in 
references [51, 52]. In this experiment, there are two types 
of echo: the first relates to the metallic cylinder (real 
target) and the second relates to a rock as the same size as 
the cylinder (false alarm). 
In the Gorman and Sejnowski experiment, a metal 
cylinder with a length of 5 feet and a rock with the same 
size located on the sandy seabed and a wide-band linear 
FM chirp pulse (ka=55.6) has been transmitted to the real 
target and false target. 

Table 1: Necessary Parameters and initial values 
Algorithms Parameters Value 

BBO 

The probability of correcting 
the habitants 1 

The probability range for 
migrating into for each gene [0, 1] 

Step size for the probability 
numerical integral 1 

Maximum migration into (I) 
and migrating out of (E) 

coefficient 
1 

Mutation probability 0.005 
Population size 200 

PSO 

Layout Full 
connection 

Cognitive constant (C1) 1 
Social constant (C2) 1 
Local constant (W) 0.3 
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Population size 200 

GA 

Type Real coded 
Selection Roulette 

wheel 
Recombination Single-point 

(1) 
Mutation Uniform 

(0.01) 
Population size 200 

ACO 

Primary pheromone ( 0τ ) 0.000001 

Pheromone updating constant 
(Q) 20 

Pheromone constant (q0) 1 
Decreasing rate of the overall 

pheromone (Pg) 0.9 

Decreasing rate of local 
pheromone (Pt) 0.5 

Pheromone sensitivity (a) 1 
Observable sensitivity ( β ) 5 

Population size 200 

DE Weighting factor (F) 0.5 
Crossover constant (CR) 0.5 

ISA a 0.2 
Random value [0.1,0.3] 

Backscattered echoes have been accumulated in the 
distance of 10 meters. Based on the SNR of received echo, 
of 1,200 collected backscattered echo has been selected 
208 echoes that their SNR between 4dB to 15dB. From 
this 208 backscattered echoes, 111 ones are of metal 
cylinders and 97 echoes are related to false alarm (rocks). 
Fig.5 shows typical backscattered echoes from the rock 
and metal cylinder. 
The pre-processing method for obtaining the spectrum 
envelope is shown in Fig.6. Fig.6a indicates a typical 
apertures and Fig.6b show a set of sampling apertures that 
are applied on two-sided spectrogram of the Fourier 
transform of the backscattered echoes. Spectral envelope 
is obtained from the accumulation of all aperture’s effects. 

 

Fig.5: Typical back-scattered echo from the rock and metal cylinder. 

In this pre-processing method, spectral envelope is 
produced from 60 spectrum samples that are normalized 
between 0 and 1. In the digitized spectral envelope, each 
sample presents summation energy accumulating by the 
aforementioned aperture. For example, after normalization, 
existence energy in the first aperture (η=0), produces the 
first number of the feature vector. In the other words, the 
feature vector has 60 number so that the each number of 
the vector, represents the related aperture’s accumulating 
spectral energy. 

 
  (a)  (b) 

Fig.6: The pre-processing method for obtaining spectral envelope.. 

5.2 Sonar False Alarm Suppression 

After pre-processing of the backscattered echoes, in this 
section, the normalized dataset got exerted on the RBFN, 
which is trained by various meta-heuristic algorithms. The 
designed RBFN is applied on sonar dataset and the 
performance of the newly proposed RBFN is evaluated in 
terms of the convergence speed and false alarm rate 
suppression. Each designed RBFN is executed 10 times 
and then the average suppression rate (Classification rate) 
is presented in Table 2. The typical results for 
convergence curve are shown in Fig.7. 

Table 2: Average suppression rate (classification rate) of various training 
algorithms. 

Algorithm ISA PSO BBO ACO DE GA 
Suppression 

Rate 93.17% 79.78% 91.45% 72.25% 85.39% 88.45% 
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Fig.7: convergence speed for various training algorithms.. 

According to the Table 2 and Fig.7, ISA with %93.17 has 
the best performance among the benchmark algorithms 
and ACO with %72.25 has the weakest performance. 
Regarding the high-dimension and the extra local minima 
of the sonar dataset, the possibility of falling into local 
minima is too much for an algorithm such as ACO. 
Whereas ISA with stochastic nature, having two powerful 
searching group (composition group and mirror group), 
and just one setting parameter, has better performance than 
other benchmark meta-heuristic algorithms. 

6. Conclusion 

In this paper, a newly proposed meta-heuristic algorithm 
known as ISA is firstly used to train an RBFN. To evaluate 
the performance of designed RBFN, sonar dataset have 
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been used and then obtained result are compared with 
BBO, PSO, ACO, DE, and GA. Results indicated that the 
ISA due to a simple structure and the capability to 
discover the search space, is able to provide much better 
results in terms of convergence speed and false alarm 
suppression’s rate in compare to benchmark algorithms. 
Due to the simple structure of Multi-Layer Perceptron 
Neural Network (MLP NN), it can be used as a neural 
network in future works instead of RBFN.  
 
References 
[1] M. R. Mosavi, M. Khishe, M. Aghababaee and F. 

Mohammadzadeh, “Approximation of Active Sonar 
Clutter's Statistical Parameters Using Array's Effective 
Beam-Width,” Iranian Journal of Marine Science and 
Technology, Vol.73, No.73, pp.11-22, 2015. 

[2] M. Mosavi, M. Khishe and E. Ebrahimi, “Classification of 
Sonar Targets Using OMKC, Genetic Algorithms and 
Statistical Moments,” Journal of Advances in Computer 
Research, Vol.7, No.1, pp.50-59, 2015. 

[3] J. M. Fialkowski and R. C. Gauss, “Methods for Identifying 
and Controlling Sonar Clutter,” IEEE Journal of Oceanic 
Engineering, Vol.35, No.2, pp.330–354, 2010. 

[4] D. P. Williams and E. Fakiris, “Exploring Environmental 
Information for Improved Underwater Target Classification 
in Sonar Imagery,” IEEE Transactions on Geosciences and 
Remote Sensing, Vol.52, No.10, pp.6284–6297, 2014. 

[5] K. D. Lepage, “Higher Moment Estimation for 
Shallow-Water Reverberation Prediction,” IEEE Journal of 
Oceanic Engineering, Vol.35, No.2, pp.185–198, 2010. 

[6] J. X. Zhou and X. Z. Zhang, “Shallow-Water Reverberation 
Level: Measurement Technique and Initial Reference 
Values,” IEEE Journal of Oceanic Engineering, Vol.30, 
No.4, pp.832–842, 2005 noise level fluctuation,” J. Acoust. 
Soc. Jpn. (E), vol.9, pp.47-51, 1988. 

[7] J. R. Preston, “Using Triplet Arrays for Broadband 
Reverberation Analysis and Inversions,” IEEE Journal of 
Oceanic Engineering, Vol.32, No.4, pp.879–896, 2007. 

[8] D. Chu and T. K. Stanton, “Statistics of Echoes from a 
Directional Sonar Beam Insonifying Finite Numbers of 
Single Scatterers and Patches of Scatterers,” IEEE Journal 
of Oceanic Engineering, Vol.35, No.2, pp. 267–277. 2010. 

[9] S. J. Lee, K. Lee and  J. B. Song, “Development of 
Advanced Grid Map Building Model Based on Sonar 
Geometric Reliability for Indoor Mobile Robot 
Localization,” 11th International Conference on Ubiquitous 
Robots and Ambient Intelligence, pp.292–297, 2014.  

[10] M. Aghababaee, M. Khishe and F. Mohammadzadeh, 
“Characterization of High-Frequency Scatterer in Shallow 
Water,” Iranian Conference on Modern Maritime 
Technology, 2013. 

[11] M. Khishe, M. Aghababaee and F. Mohammadzadeh, 
“Active Sonar Clutter Control by Using Array 
Beamforming,” Iranian Journal of Marine Science and 
Technology, Vol.68, No.68, pp.1-6, 2014. 

[12] D. A. Abraham, “Array Modeling of Active Sonar Clutter,” 
IEEE Journal of Oceanic Engineering, Vol.33, No.2, 
pp.158–170, 2008. 

[13] M. Aghababaee, M. Khishe and F. Mohammadzadeh, 
“Elimination of Active Sonar Clutter, Using Statistical 

Moments,” Iranian Conference on Maritime Modern 
Technology, 2013. 

[14] D. A. Miles, D. Kirk and T. Clarke, “A Statistical Analysis 
of the Detection Performance of a Broadband Split-beam 
Passive Sonar,” IEEE Journal of Oceanic Engineering, 
Vol.31, No.4, pp.986–996, 2006. 

[15] I. S. D. Solomon and A. J. Knight, “Spatial Processing of 
Signals Received by Platform Mounted Sonar,” IEEE 
Journal of Oceanic Engineering, Vol.27, No.1, pp.57–65, 
2002. 

[16] D. Liu, Y. Liu, H. Cai, Y. Wang and H. Zhang, “Linear 
Frequency-Modulated Continuous Wave Active Sonar 
Signal Processing,” IEEE Conference on Oceans-TAIPEI, 
pp.1–5, 2014.  

[17] R. Fandos, A. M. Zoubir and K. Siantidis, “Unified Design 
of a Feature Based ADAC System for Mine Hunting Using 
Synthetic Aperture sonar,” IEEE Transaction Geoscience 
Remote Sensing, Vol.52, No.5, pp.2413–2426, 2014. 

[18] S. M. Mosavi, M. Khishe and H. Hardani, “Classification of 
Sonar Targets Using OMKC,” Iranian Journal of Marine 
Science and Technology, Vol.72, No.72, pp.1–66, 2015. 

[19] D. P. Williams, “Label Alteration to Improve Underwater 
Mine Classification,” IEEE Geoscience and Remote 
Sensing Letters, Vol.8, No.3, pp.488-492, 2011. 

[20] V. Mayers and D. Williams, “Adaptive Multiview Target 
Classification in Synthetic Aperture Sonar Images Using a 
Partially Observable Makrov Decision Process,” IEEE 
Journal of Oceanic Engineering, Vol.37, No.1, pp.45–55, 
2012. 

[21] A. A. Saucan, C. Sintes, T. Chonavel and J. M. Le Caillec, 
“Enhanced Sonar Bathymetry Tracking in Multi-Path 
Enviroment,” IEEE Conference on Oceans, pp. 1–8, 2012. 

[22] S. Karabchevsky, D. Kahana, O. Ben-Harush and H. 
Guterman, “FPGA-Based Adaptive Speckle Suppression 
Filter for Underwater Imaging Sonar,” IEEE Journal of 
Oceanic Engineering, Vol.36, No.4, pp.646–657, 2011. 

[23] Z. Shang, C. Zhao and J. Wan, “Application of 
Multi-Resolution Analysis in Sonar Image Denoising,” 
Journal of Systems Engineering and Electronics, Vol.19, 
No.6, pp.1082–1089, 2008.  

[24] J. Jensen and Z. H. Tan, “Minimum Mean-Square Error 
Estimation of Mel-Frequency Cepstral Features-A 
Theoretically Consistent Approach,” IEEE/ACM 
Transactions on Audio, Speech, and Language Processing, 
Vol.23, No.1, pp.186–197, 2015. 

[25] T. Giannakopoulos and A. pikrakis, “Introduction to Audio 
Analysis,” First Edition, Academic Press, 2014. 

[26] T. Fei, D. Kraus and A. M. Zoubir, “Contributions to 
Automatic Target Recognition Systems for Underwater 
Mine Classification,” IEEE Transactions on Geosience and 
Remote Sensing, Vol.53, No.1, pp.505-518, 2015. 

[27] N. Kumar, U. Mitra and S. S. Narayanan, “Robust Object 
Classification in Underwater Sidescan Sonar Images by 
Using Reliability-Aware Fusion of Shadow Features,” IEEE 
Journal of Oceanic Engineering, Vol.40, No.3, pp.592-606, 
2015. 

[28] G. Blumrosen, B. Fishman and Y. Yovel, “Noncontact 
Wideband Sonar for Human Activity Detection and 
Classification,” IEEE Sensors Journal, Vol.14, No.11, 
pp.4043-4054, 2014. 



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.7, July 2017 

 

64 

 

[29] A. Das, A. Kumar and R. Bahl, “Marine Vessel 
Classification Based on Passive Sonar Data: The 
Cepstrum-Based Approach,” IET Radar, Sonar & 
Navigation, Vol.7, No.1, pp.87-93, 2013. 

[30] S. K. Pearce and J. S. Bird, “Sharpening Sidescan Sonar 
Images for Shallow-Water Target and Habitat Classification 
with a Vertically Stacked Array,” IEEE Journals of Oceanic 
Engineering, Vol.38, No.3, pp.455-469, 2013.  

[31] C. Xiaodong, V. Geol and B. Kingsbury, “Data 
Augmentation for Deep Neural Network Acoustic 
Modeling,” IEEE/ACM Transaction on Audio, Speech, and 
Language Processing, Vol.23, No.9, pp.1496-1477, 2015. 

[32] K. Han, D. Wang, “Neural Network Based Pitch Tracking 
in Very Noisy Speech,” IEEE/ACM Transaction on Audio, 
Speech, and Language Processing, Vol.22, No.12, 
pp.2158-2168, 2014. 

[33] S. N. Geethalakshmi, P. Subashini and S. Ramya, “A Study 
on Detection and Classification of Underwater Mines Using 
Neural Networks,” International Journal of Soft Computing 
and Engineering (IJSCE), Vol.1, No.5, pp.150-157, 2011. 

[34] S. Yegireddi, “A Combined Approach of Generic Algorithm 
and Neural Networks with an Application to Geoacoustic 
Inversion Studies,” Indian Journal of Geo-Marine Sciences, 
Under Press, 2015. 

[35] M. R. Mosavi, M. Kaveh and M. Khishe, M. Aghababaee, 
“Design and implementation a Sonar Data Set Classifier by 
using MLP NN Trained by Improved Biogeography-based 
Optimization,” The Second National Conference on Marine 
Technology, MMT2016.  

[36] M. R. Mosavi, M. Kaveh and M. Khishe, “Sonar Data Set 
Classification using MLP Neural Network Trained by 
Non-linear Migration Rates BBO” The Fourth Iranian 
Conference on Engineering Electromagnetic (ICEEM 2016), 
pp.1-5, March 2016. 

[37] L. S. Nguyen, D. Frauendorfer, M. S. Mast and D. 
Gatica-Perez, “Hire Me: Computational Inference of 
Hirability in Employment Interviews based on Nonverbal 
Behavior,” IEEE Transactions on Multimedia, Vol.16, No.4, 
pp.1018-1031, 2014. 

[38] P. Auer, H. Burgsteiner and W. Maass, “A Learning Rule 
for Very Simple Universal Approximators Consisting of a 
Single Layer of Perceptrons,” Neural Networks, Vol.21, 
No.5, pp.786-795, June 2008. 

[39] J. Moody and C. Darken, “Fast Learning in Networks of 
Locally-Tuned Processing Units,” Neural Computing, Vol.1, 
No.1, pp.289-303, 1989. 

[40] N. Karayiannis, “Reformulated Radial Basis Neural 
Networks Trained by Gradient Descent,” IEEE Transactions 
on Neural Networks, Vol.10, No.3, pp.657-671, 1999. 

[41] C. Liu, H. Wang and P. Yao, “On Terrain-Aided Navigation 
for Unmanned Aerial Vehicle using B-spline Neural 
Network and Extended Kalman Filter,” IEEE Conference on 
Guidance, Navigation and Control (CGNCC), pp.2258- 
2263, 2014. 

[42] D. Simon, “Training Radial Basis Neural Networks with the 
Extended Kalman Filter,” Neurocomputing, Vol.48, No.1-4, 
pp.455-475, 2002.  

[43] Q. Zhang and B. Li, “A Low-Cost GPS/INS Integration 
based on UKF and BP Neural Network,” Fifth International 
Conference on Intelligent Control and Information 
Processing (ICICIP), pp.100-107, 2014. 

[44] X. Li, T. Zhang, Z. Deng and J. Wang, “A Recognition 
Method of Plate Shape Defect based on RBF-BP Neural 
Network Optimized by Genetic Algorithm,” International 
Conference on Control and Decision, pp.3992-3996, 2014. 

[45] M. R. Mosavi, M. Khishe and M. Akbarisani, “Neural 
Network Trained by Biogeography-based Optimizer with 
Chaos for Sonar Data Set Classification,” Wireless Personal 
Communications (WPC), pp.1-20, 2017. 

[46] M. Khishe, M. R. Mosavi, and M. Kaveh, “Improved 
Migration Models of Biogeography-based Optimization for 
Sonar Data Set Classification using Neural Network,” 
Applied Acoustic, Vol.118, pp.15-29, 2017. 

[47] M. R. Mosavi, M. Khishe, Y. Hatam Khani and M. Shabani, 
“Training Radial Basis Function Neural Network using 
Stochastic Fractal Search Algorithm to Classify Sonar 
Dataset”, Iranian Journal of Electrical and Electronic 
Engineering, Vol.13, No.1, 2017. 

[48] M. R. Mosavi, M. Khishe, “Training a Feed-Forward Neural 
Network using Particle Swarm Optimizer with Autonomous 
Groups for Sonar Target Classification,” Journal of Circuits, 
Systems, and Computers (JCSC), Vol. 26, No. 11, 
November 2017. DOI: 10.1142/S0218126617501857  

[49] M. R. Mosavi, M. Khishe and A. Ghamgosar, 
"Classification of Sonar Data Set using Neural Network 
Trained by Gray Wolf Optimization", Journal of Neural 
Network World, Vol.26, No.4, pp.393-415, 2016. 

[50] A. H. Gandomi, "Interior Search Algorithm (ISA): a Novel 
Approach for Global Optimization." ISA Transactions 
Vol.53, No.4, pp.1168-1183, 2014. 

[51] http://archive.ics.uci.edu/ml/datasets. 
[52] R. P. Gorman and T. J. Sejnowski, “Analysis of Hidden 

Units in a Layered Network Trained to Classify Sonar 
Targets,” Neural Networks, Vol.1, pp.75-89, 1988. 

 
Sajjad Ravakhah waz born on 1991, in 
Isfahan, Iran. He received the B.Sc. degree 
in Robotic Engineering from the Shahrood 
University OF Technology, Shahrood, Iran 
in 2014 and M.Sc. degree in Electrical and 
Electronic from the University of Science 
and Technology, Tehran, Iran in 2016. His 
research interests are Array Signal 
Processing, Sonar and Radar Signal 

Processing and Distributed Detection. 
 

Mohammad Khishe received his B.Sc. 
degree in Imam Khomeini Maritime 
Sciences University, Noshahr, Iran, M.Sc. 
degrees in Islamic Azad University, 
Qazvin Branch in 2007 and 2011, 
respectively. He is currently a Ph. D. 

student in Electronic Engineering at 
Iran University of Science and 
Technology and a faculty member of 

Electronic and Communication Engineering at Imam 
Khomeini Maritime Sciences University, Noshahr, Iran. 
His research interests include neural networks, 
meta-heuristic algorithms and digital design. 
 
 



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.7, July 2017 

 

65 

 

Majid Aghababaee was born on 1971, 
in Tehran, Iran. He received the B.Sc. and 
M.Sc. degrees in Electrical and Electronic 
Engineering from the Sharif University of 
Technology, Tehran, Iran in 1992 and 1995 
respectively, Ph.D. degree in Electrical and 
Electronic Engineering from Iran 
University of Science and Technology, 
Tehran, Iran in 2011. Since 2000, he is a 

faculty member of Electrical and Electronic Engineering at Imam 
Khomeini Maritime Sciences University, Noshahr, Iran. His 
research interests are Digital Signal Processing, Digital Image 
Processing, Sonar and Radar Signal Processing and Power 
Electronics. 
 

Smaeel Hashemzadeh waz born on 
1981, in Babol, Iran. He received the B.Sc. 
degree in Electrical and Electronic 
Engineering from the Imam Khomeini 
Naval University, Noshahr,Iran in 2006 and  
M.Sc. degree in Telecommunications 
Engineering from the Islamic Azad 
University, Bushehr, Iran in 2011. His 
research interests are Array Signal 

Processing, Sonar and Radar Signal Processing and Distributed 
Detection. 


