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Summary 
In translating between a pair of languages, reordering is a major 
task, which is roughly defined as finding the right order of words 
in target language. Word reordering is a key element affecting 
the machine translation quality and one of its serious difficulties 
as well. In this paper, we present a new reordering model based 
on POS tags and syntactical information that exists in source 
sentence’s parse trees. In order to use this information properly, 
we proposed an innovative method that reorders sentences on 
two different levels (i.e., phrase and word level). This method 
considers relationships among the words in a sentence and 
performs reordering with respect to the sentence structure, unlike 
only POS-based models. We examined this model on English-
Persian language pair. Our experiments showed that this model 
can improve the measure of precision and reorder sentences more 
reliably than previous approaches. 
Key words: 
Reordering, Machine Translation, Parse Trees, POS-based 
reordering model. 

1. Introduction 

Non-similar word orders in different languages is a major 
challenge in statistical machine translation. If a machine 
translator doesn’t have a suitable reordering mechanism, 
the produced translation will not have adequate quality, no 
matter how good the machine is in other aspects of MT1 
such as WSD 2 . Recently, due to the importance of 
machine translation in modern life, the reordering problem 
has drawn the attention of many researchers, and hence, 
different approaches have already been proposed to 
overcome this problem. 

The reordering models which only rely on rule 
collections could not achieve a good performance, because 
every POS tag in a rule represents an independent word. 
Therefore, these models move words in a sentence without 
considering the relationships among them. On the other 
hand, Parse trees are syntactic structures which 
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demonstrate the relationships among components of a 
sentence. In present study, we propose a novel method  
 
which makes use of a big reordering rule collection as well 
as syntactic information presented by parse trees. In this 
method, first, words of each phrase are reordered 
separately, and then resulting phrases are reordered to 
constitute the whole sentence in target language. 
Throughout this procedure, related components will stay 
together and reordering will be accomplished, more 
accurately. 
This paper is organized as follows. Section 2 reviews the 
related work on the reordering problem. Section 3 is 
devoted to introduction of the new reordering model. In 
Section 4, experiments on the English-Persian language 
pair are described, and the results are discussed. Finally, 
Section 5 concludes the paper. 

2. Related Work 

Several reordering methods have already been proposed in 
machine translation (SMT3) studies. The set of reordering 
methods can be divided into three major categories:  

(a) Jointly carrying out word selection and reordering. 
These include phrase-based SMT[1], hierarchical 
phrase-based SMT[2], and syntax-based 
SMT[3,4,5,6] 

In a phrase-based SMT system reordering can be achieved 
during decoding by allowing swaps of words within a 
defined window. Lexicalized reordering models7,8 include 
information about the orientation of adjacent phrases that 
is learned during phrase extraction. This reordering 
method, which affects the scoring of translation 
hypotheses but does not generate new reorderings, is for 
example used in Moses9 which is an open source machine 
translation system. Syntax-based or syntax-augmented MT 
systems address the reordering problem by embedding 
syntactic analysis in the decoding process. Hierarchical 
MT systems construct a syntactic hierarchy during 
decoding, which is independent from linguistic categories. 

(b) Pre ordering: Pre ordering is a popular approach in 
overcoming the word ordering problem. These 
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methods reorder the source language into the target 
language order before translating it. Many different 
pre-ordering strategies have been proposed: 
Deterministic preordering aims at finding a single 
optimal reordering for each input sentence, which is 
then translated monotonically or with a low 
distortion limit[10,11,12,13,14,15].  

In[16], Lerner and Petrov present a simple classifier-based 
preordering approach. They combine the strengths of 
lexical reordering and syntactic preordering models by 
performing long-distance reorderings using the structure of 
the parse tree, while utilizing a discriminative model with 
a rich set of features, including lexical features. 
Yang et al in[17] present a ranking based reordering 
method to reorder source language to match the word 
order of target language given the source side parse tree. 
Reordering is formulated as a task to rank different nodes 
in the source side syntax tree according to their relative 
position in the target language. The ranking model is 
automatically trained to minimize the mis-ordering of tree 
nodes in the training data. 
Non-deterministic preordering encodes multiple 
alternative reorderings into a word lattice (or forest) and 
lets a monotonic (usually n-gram based) decoder choose 
the best path according to its models[18,19,20,21,22].  
In[23], Elming and Habash extend a pre-translation 
syntactic reordering approach developed on a close 
language pair (English-Danish) to the distant language pair, 
English-Arabic. They achieve improvements in translation 
quality over related approaches, measured by manual as 
well as automatic evaluations. They also examined the 
effect of the alignment method on learning reordering 
rules. Their experiments produced better translation using 
rules learned from automatic alignments than using rules 
learned from manual alignments. 
A hybrid approach is presented in[24,25,26]. In this 
approach, rules are used to generate multiple likely pre-
orderings, but only for a specific language phenomenon 
that is responsible for difficult (long-range) reordering 
patterns. The sparse reordering lattices produced by these 
techniques are then translated by a decoder performing 

additional phrase-based reordering. Bisazza and Federico 
in[25] introduce another way to encode multiple pre 
orderings of the input: instead of generating a word lattice, 
pre-computed permutations are used to reduce the 
distortion cost and create ‘shortcuts’ between selected 
pairs of input positions (i. e. modified distortion matrices). 
At the price of some approximations, this technique allows 
for a more compact input representation because, unlike 
lattices, it does not involve the creation of multiple nodes 
for the same source word. 

(c) Post ordering: Post ordering is the other approach 
which translate source words into target words 
monotonously. Then, the translated words are 
reordered into the target language word 
order[27,28,29,30]. 

Goto et al in[27] propose the post-ordering framework for 
Japanese to English machine translation. They reorder the 
sequence of target words thereby parsing the translated 
words to obtain syntax structures and then transferring the 
obtained syntax structures into the syntax structures of the 
target language.  
In[31], Farzi et al present a translation system and 
syntactically-informed post reordering models. They 
exploit sophisticated syntactic-based features for re-
ranking the N-best translation candidates provided by a 
phrase-based statistical machine translation system. Their 
sophisticated reordering features are based on an 
innovative structure, named, phrasal dependency tree 
inspired from dependency relations between contiguous 
non-syntactic phrases. The features gain benefits from 
phrase dependencies, translation directions and translation 
distance. 

3. The Proposed Reordering Model 

The main process of the proposed model consists of two 
major phases. Figure 1 presents the block diagram of the 
proposed scheme. 
 

 

Fig. 1 A high-level view of the proposed method 
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3.1 Making a Big Reordering Rule Collection 

In order to construct the desirable rule collection, POS tags 
of the words should be determined in both sides of the 
parallel corpus. For the English-Persian language pair, we 
used Mizan English-Persian corpus32, which contains 
about one million sentences. Both sides of the corpus have 
been tagged using part of speech taggers. For the English 
side we used Stanford Log-linear Part-Of-Speech Tagger P

33
P 

with left3words-distim.tagger model rather than 
bidirectional model because it is much faster. For the 
Persian side, we used Ferdowsi University Persian POS 
Tagger P

34
P that to best of our knowledge, it is the best tagger 

available for Persian language. 
We extracted tag sequences from the output of taggers as 
shown in Example 1. 
EXAMPLE 1. Consider the following source sentence: 
Source sentence: this system has a good performance. 
The xml output of the POS-tagger will be as follows: 
<sentence id="0"> 
  <word wid="0" pos="DT">this</word> 
  <word wid="1" pos="NN">system</word> 
  <word wid="2" pos="VBZ">has</word> 
  <word wid="3" pos="DT">a</word> 
  <word wid="4" pos="JJ">good</word> 
  <word wid="5" pos="NN">performance</word> 
  <word wid="6" pos=".">.</word> 
</sentence> 
Hence, the extracted tag sequence is:  
DT+NN+VBZ+DT+JJ+NN  

All of the generated sequences from both sides of the 
corpus are then inserted into a database such that every 
tuple includes English-Persian tag sequences of the same 
sentence. Some sample sentences from the parallel corpus 
as well as their tag sequences in both languages are 
presented in Tables 1 and 2, respectively. 

Table 1: A set of sample sentences from the parallel corpus 

English sentence Persian 
sentence 

They were but wonderful  اما خیلی شگرف
 بودند

My proper share was a 
minor one 

سھم واقعی من ناچیز 
 بود

We were fond together ند ما بھ یکدیگر علاقم
 بودیم

The men were young and 
sturdy 

افراد ھمھ جوان و 
 قوی بودند

Table 2: Tag sequences of the sentences presented in Table-1 

English tag sequence Persian tag 
sequence 

PRP+VBD+CC+JJ CC+RB+JJ+VB 

PRP$+JJ+NN+VBD+DT+J
J+CD NN+JJ+PRP+JJ+VB 

PRP+VBD+JJ+RB PRP+IN+PRP+NN+
VB 

DT+NNS+VBD+JJ+CC+JJ PSUS+NN+JJ+CC+J
J+VB 

 

Automatic Reordering.  In order to reorder a new 
sentence, first, we tag it by the source side tagger and 
generate the tag sequence. Then, we conduct a matching 
search on the source side of the database. It is likely either 
no tuple or numerous tuples (target sequence) will be 
retrieved according to the searched sequence (source 
sequence). If more than one tuple is retrieved from the 
database, then the model has to choose the best sequence. 
We consider two simple principles for selecting the winner 
sequence. The first principle is that the target sequence 
should have the maximum number of tokens (POS tag) in 
common with the source sequence, and the second 
principle is that the target sequence should have the 
minimum length among all candidates, as shown in 
example 2. 
EXAMPLE2. Remember the sentence and its generated 
tag sequence, given in example 1: 
Source sentence: This system has a good performance 
Source tag sequence: DT+NN+VBZ+DT+JJ+NN 
If the following sequences have been retrieved as 
candidates for the target tag sequence, 

 

The sequence [NN+JJ+VB] is selected since it has three 
tokens in common with the source sequence, and it is the 
shortest one too. After the best target language sequence is 
selected, we reorder the words of the source sentence 
according to the order of the selected target sequence using 
a queue data structure and generate a fluent sentence in 
target language. In execution of the mentioned process, 
four situations would happen. As shown in Figure 2, the 
sequence already exists as an exact match or by adding 
some tokens to the beginning or the end of it. 

 

Fig. 2  Availability situations for a sequence in the rule collection 
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However, an important question is that what happens if the 
sequence does not exist in the database, and none of the 
four situations has occurred. To encounter this problem, 
we use a split function which removes a token from the 
end of sequence and then repeats the search process until 
finding a proper matching sequence. In our experiments, 
we observed that if the sentence is real and meaningful, 
finally there will be an appropriate target sequence due to 
our vast different sentence structures in the database. 
 
3.2 The Multilevel Parsing Method 
The main idea of this method is that reordering has to be 
done at different structural levels, i.e., word and phrase 
level. In this work, we used Stanford lexical parser[35] to 
generate parse trees. This method has four stages, as will 
be discussed. 
 
3.2.1 Breaking source side sentence to smaller 
segments 

After the parse tree is generated, we traverse it top down in 
order to find the boundaries of sub-sentences. The node “S” 
defines beginning of a sentence, so every node after it until 
the next “S” node is a member of the first segment. 

As an example, the sentence “This was not at all the 
story I had expected him to tell me” consists of three 
segments. The segments are shown in Figure 3. 

 

 

Fig. 3. Segmentation of the sentence “This was not at all the story I had 
expected him to tell me” 

 
3.2.2.Reordering phrases at the word (leaf) level 

in each segment 

The following four-step process is carried out in this 
stage: 

(a) Phrases that have only one child are marked 
(b) Siblings of each phrase (except the marked ones 

in step (a)) are marked if they are leaves  
(c) Leaves of each phrase except the leaves marked 

in step (b) are read and recorded as a sequence 
(d) The generated sequence in step (c) is given to the 

rule collection in order to map to the best target sequence 
The mentioned steps are illustrated for the previous sample 
sentence as follows. 
The first segment of the sentence in stage 1 is “This was 
not at all the story”. 
(a) As shown in figure 4, “NP” is marked, since it is the 

only node having one child (i.e., DT). 
 

 

Fig. 4. The first step of running stage 2 

(b) As shown in Figure 5, “VBD” and “RB” are siblings 
of “ADVP” and “NP”. They are leaves and haven't 
been marked in step (a). 

 

Fig. 5. The second step of running stage 2 

(c) As shown in Figure 6, “DT”, “IN+DT” and “DT+NN” 
are leaves and children of “NP”, “ADVP” and “NP”, 
respectively. They haven't been marked in step (b). 
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Fig. 6. The third step of running stage 2 

(d) As shown in Figure 7 (a), the sequence “DT”, 
“IN+DT”, “DT+NN” is given to the rule collection 
and the best target language sequence is retrieved. 
Figure 7 (b) shows the order of words before and after 
reordering. 

 
Fig. 7. The forth step of running stage 2  

(a) Sending the generated sequence to the rule collection and retrieving 
the target sequence 

(b) Order of words before and after of reordering 
 
3.2.3. Reordering phrases at the phrase level in each 
segment 

In this stage, each phrase is first transformed to its 
equivalent POS tag. For example, “NP” and “VP will be 
transformed to “NN” and “V”, respectively. Then, the 
transformed phrases are reordered level by level, from top 
to bottom of the tree. If any of the nodes had been marked 
by stage 2.b, they would be added to the generated 
sequence. 
As shown in Figure 8, this segment has two levels. In the 
first level “NP” and “VP” will be transformed to “NN” 

and “V” and in the second level “ADVP” and “NP” will be 
transformed to “RB” and “NN”, respectively. 

 

Fig. 8. Two levels of phrases in the parse tree 

The best target language sequences retrieved for both 
levels are shown in Figure 9. 

 
Fig. 9. Sending and retrieving sequences of both levels 

 
From the second level, “VBD” and “RB” were added to 
the generated sequence since they both have been marked 
by stage 2.b. 
“VBD” moved to the end of the sequence, and one 
reordering occurred here. 
Figure 10 shows the order of the phrases before and after 
reordering. 

 

Fig. 10. Order of phrases before and after of reordering 

3.2.4. Merging the results together 
In this step, the generated results of each segment are 
merged in order to build a sentence with a meaningful 
word order in target language. 
Figure 11 shows the merged sentence in target language 
word order. If we translate it to target language word by 
word, we will end up with a fluent sentence. 
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Fig. 11. The sentence before and after of reordering 

If we translate this sentence to Persian language, we will 
have: 
 "این بھ ھیچ وجھ داستانی نبود کھ من انتظار داشتم او بھ من بگوید "

4. Experimental Results 

We used PCTS 1  [36] as the test dataset. This corpus 
contains 400 English-Persian sentences. First of all, 
alignments were extracted using GIZA++ toolkit37 and 
reviewed manually. These alignments were used in 
creating numerical order sequences that represent the 
correct word order of source sentences in target language. 
As shown in Table 3 the correct word orders for 
translating the English sentence “he goes to school” to 
Persian is “1-3-2-4”. 

Table 3: Alignment table 
 Alignments Persian 

sentence 
Alignments 

He 1 1 او 
Goes 2 3 بھ 
To 3 4 مدرسھ 

School 4 2 میرود 

 
In this way, we obtained word orders for all the sentences 
exactly as they appeared in the source (corpus). 
Afterwards, we reordered all the sentences and generated 
numerical sequences but this time by using the proposed 
model. 
In order to evaluate the performance of the proposed 
reordering model, precision and recall measures of the 
reorderings that were produced by this model were 
calculated[38] using the following equations: 
 

modelby  generated sreordering ofnumber  Total
modelby  generated sreorderingcorrect  ofNumber =Precision   (1) 

sourcein  sreordering ofnumber  Total
modelby  generated sreorderingcorrect  ofNumber =  Recall    (2) 

To distinguish correctness of the reorderings, we 
compared numerical order sequences that had been 
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generated by this model with ones extracted from 
alignments. 
Table-4 demonstrates the total precision and recall of the 
reordering task on PCTS test data. 

Table 4: Total results on PCTS dataset 

Recall Precision Model 

0.32 0.33 Dependency tree model[39] 
0.27 0.293 Proposed model (rule collection) 

0.32 0.365 Proposed model (rule collection + 
parse tree method) 

 
As can be seen in Table 4 the reordering model that was 
only based on the rule collection could not reach an 
acceptable result. However, when we combined the rule 
collection with the multilevel parse tree method, precision 
and recall measures were improved about +0.072 and 
+0.05 points. Furthermore, the proposed model improves 
precision about 0.035 points compared to the Dependency 
tree model. 
 
5. Conclusion 
In this paper, we presented a new reordering model for 
statistical machine translation based on a reordering rule 
collection and sentences’ parse trees. The main difference 
between this model and its counterparts is that we 
developed a novel method that uses syntactic information 
of parse trees properly. This method has a multilevel point 
of view. At first, the sentence is reordered at the word 
level, and then at the phrase level. In this way, not only 
related words stayed together but also sentence structure 
will be preserved, and many more essential reorderings 
will be performed.  
Experiments on the English-Persian language pair showed 
significant (+3.5%) improvements in precision by using 
the multilevel reordering method compared to the previous 
approaches under the same test data and conditions. 
Stanford POS tagger and lexical parser are available in 
different languages with reliable performances. Therefore, 
this reordering model is easily applicable to other 
languages, as well. 
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