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Summary 
Emotions play a vital role during verbal communication in our 
daily life as only the textual information cannot convey the 
complete information. Emotions in human speech is a complex 
phenomenon, which vary from person to person based on gender, 
anger, varying activities and spoken languages. In this work, a 
novel technique based on artificial neural networks (ANN) is 
proposed to recognize real-time emotions such as anger, disgust, 
fear, happiness, sadness and surprise. First, the noise and silence 
are filtered from recorded speech using adaptive filtering. 
Secondly, the acoustic and statistical features are extracted from 
the filtered speech. Set of uncorrelated features are obtained by 
using principal component analysis (PCA). The input and target 
features are used to train the feed forward neural network 
(FFNN), generalized regression neural network (GRNN), Elman 
network and radial basis feed forward neural network (RBFNN). 
Performance analysis based on test results indicates that the 
RBFNN gives better performance and recognition rate than 
FFNN, GRNN and Elman network. 
Keywords: 
Speech Signal Processing, Neural Network, Human Computer 
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1. Introduction 

Emotion recognition plays an important role in our daily 
lives; however, scientific knowledge is limited regarding 
the human emotions. There are many applications of HCI; 
the knowledge of which is gained through emotional 
experience in the human as well as it provides a relation 
between effective expressions and emotional experience. 
Recently many novel database have been created, which 
contains the emotional expressions. Most of these 
databases contain the visual, speech or audio visual 
information. The visual data usually contains the face and 
or body gestures. While, audio data contains the varying 
genuine or acted emotions of human speech in many 
languages. Some examples of such database include MMI 
is containing web based posed, facial expressions as well 
as audio video emotions of human [1]. 

There are many kinds of emotional robotics such as 
emotional robots, intelligent robots and cognitive robots. 
A stimulus in human brain produces changes in emotion. 
The information processed is then directed to the central 
nervous system (CNS), motor nervous system and 
autonomic nervous system (ANS). The basic emotion 
defined by Ekman viz. Anger, happiness, disgust, fear, 
sadness, surprise etc. are then determined by CNS based 
on the information received [2]. 
The cognitive process in human is supported by emotions 
that help us to work effectively and efficiently. Moreover, 
it helps us to mediate our social interactions. There are 
many automatic recognition models used widely in games 
and communication channels etc. [3]. 
During conversation, meanings and words as well as 
emotions are delivered. Human emotions are recognized 
by speech and facial expressions. When the people 
communicate two kinds of information is exchanged such 
as linguistic information (Verbal) and paralinguistic 
information (emotion state, tone, gestures etc.). There are 
multimodals HCI through which human interact with 
computer systems e.g. fatigue detector in intelligent 
automobile systems help the driver to monitor his/ her 
vigilance and he/she may apply appropriate actions to 
avoid from the accident. Moreover, during conversation 
auditory signal take the information of many kinds. When 
the people communicate, the verbal part does not convey 
the correct message without the pertinent utterance. 
Various kinds of emotions technically help us to perceive 
the information. Moreover, the auditory features of speech 
signals are estimated during input of the audio signals. 
There are many researches in psychology, which provides 
the acoustic features extracted from the emotional speech. 
The prosodic features include pitch, energy, speech rate 
while, spectral features involve MFCC and voice quality 
parameters [4]. 
In Southern California University, speech emotion 
research group has integrated the acoustic features and 
spoken words to differentiate between positive and 
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negative emotions by using Probabilistic Neural Network 
(PNN) and Hidden Markov Model (HMM) with Bayesian, 
Support Vector Machine (SVM), nearest Neighbour 
Method (NNM) and C4.5 classifier. These classifiers and 
models help us to recognize basic emotions [5, 31]. 
The intelligent systems use automatic speech recognition 
systems like virtual agents, mobile phones, in-car 
interfaces and many other pattern recognition models. 
This system also helps and increases the acceptance 
among potential users.  Some other applications of 
automatic speech recognition include the call centres, 
interest recognition database, spontaneous speech 
evaluation and other prototypical emotions. Besides, there 
are some other emotion recognition systems to recognize 
real-life emotions such as dialogue systems, surveillance, 
tasks and media retrieval. Likewise, for acoustic features, 
the linguistic information is derived from the Dynamic 
Bayesian Network (DBN).  In addition, Sensitive 
Artificial Listener (SAL) database is used for emotion 
recognition which contains the natural colour speech and 
helps the recognition rate from high to low valence state 
[6]. 
The multimedia contents from the user are guessed 
through Bio inspired multimedia by interpreting response 
during media appreciation. For example, during 
sonification rules in brainwave music interface, EEG 
characteristics are mapped such as intensity, note and 
pitch. In order to model the human emotional responses 
such as facial expressions, speech and other body gestures, 
some conventional methods are used. Bio-signals are 
recorded from automatic nervous systems in periphery 
including skin conductance, respiration, electromyography 
etc, which provide more complex detail in comparison 
with audio visual information [7]. 
Face, pedestrian, objects and facial expressions can be 
recognized using Haar like features. While to detect 
speech, speaker recognition, gender classification and 
emotions are recognized using Mel-Frequency Cepstrum 
Coefficient (MFCC). In addition, standard deviation and 
average on each frame of the input signal are helpful to 
recognize the acceleration signal. Besides, SVM and 
decision tree classifiers are used to recognize human 
activities based on control parameters [8]. 
HCI is used efficiently to recognize different emotions 
based on varying behaviour of the user. Any kind of 
communication can be made efficient and effective 
through particular emotion. The most important and 
effective mode of communication is attained through 
speech emotion recognition. Human speech comprises of 
linguistic information and emotions. LPCs, MFCCs, voice 
energy and fundamental frequency formants are used to 
recognize speech and spears. There are diverse 
applications of automatic emotion recognition such as 
speech recognition systems, forensics, text to speech 
systems, humanoid, robotics and medical domains. 

Linguistics and psychological fields are closely related to 
emotional recognition systems [9]. 
Human feelings can be best described by speech and 
emotions of human. To detect these emotional states some 
methods such as physiological measurements (involving 
blood volume, heart rate, blood pressure, conductance 
level, skin resistance, papillary response, skin temperature, 
respiration rate and brain potential) are used. Besides it, 
human emotions play a vital role to make rational 
decisions, perception and learning as well as many other 
biased cognitive tasks [10]. 
Computer visions systems help us to monitor the people 
and play an important role in our lives. Human face 
detection, face tracking, person identifiers, action 
recognition, gender classification and age estimations 
helped us in HCI systems to control the passive 
surveillance in smart buildings. These systems restrict the 
access of people to certain areas based on stated features 
while some other demographic information make decision 
such as number of women authenticated to enter the store 
[11]. 
Many classifiers are used to recognize speech emotions 
which include Linear Discriminant Classifier (LDC), K-
nearest Neighbourhood Classifier to recognize both 
positive and negative emotions of speech signals. 
Moreover, feature selection is made by SVM. Emotions 
can be recognized using Probabilistic Neural Network 
(PNN) and Gaussian Mixture Model (GMM), while basic 
acoustic features such as intensity, pitch, and MFCC 
extract the basic features of emotion from the speech 
signals [12]. 
Several feature selection methods are published in the 
literature such as random forest ensemble learning, 
decision tree and genetic algorithms. Besides, Canonical 
Correlation Analysis (CCA) can be used to extract the 
most appropriate and relevant features of the emotional 
states. Because, all extracted features are not important to 
recognize the particular emotions. Thus, feature selection 
methods help to remove irrelevant features and select the 
most appropriate features which maintain the 
classification accuracy and low computational complexity 
[13]. 

2. Artificial Neural Network- A review 

Neural network processor is a parallel distributed 
processor. It can have the natural tendency to store the 
experiential knowledge, which is made useful for us. The 
neural network is like the human brain in the aspect that 
network acquired knowledge through the learning process. 
Moreover, in order to store that knowledge synaptic 
weights are used. 
The emotion recognition is proposed in real time based on 
age, gender and varying activities. The data is collected 
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from diverse people and University students before 
training to reflect emotions in a real sense and in different 
sessions keeping in view the varying activities, situations 
and paralinguistic properties. All sounds recorded are in 
Urdu language. In case of noisy situation, FFT and 
Adaptive filtering techniques are applied to filter the 
sound from noise to extract exact features. To extract the 
correct information from speech signals, pre and post 
processing techniques are used. The features extraction 
results are passed to four different neural networks to 
check the performance. The Regression analysis and Mean 
Square Error has helped us to judge the performance.  
Artificial neural intelligence is used in forecasting 
problems by the economists. Predictions are required for 
any inventory is to acquire or to build a factory that there 
would be no serious depression for the next few months. 
Change point detection theory has many developments. 
Moreover, there are some new directions which are 
emerged and these problems are widely used in dynamic 
systems and time series problems. ANN is a biological 
inspired computational model. It consists of processing 
elements known as neurons and connection between them. 
The weights are bounded to these connections. Neural 
network is used in many applications but has limited 
applications in remotely sensed imagery (RSI) [14]. At 
present 120,000 gigabytes of Land sat series data is 
collected over the last three to four decades. This data is 
stored in the EROS Data Centre. Besides, a large number 
of aerial photographs and other RSI data are also archived 
in various locations of the world. The scientists and 
engineers are facing big challenges to use the huge amount 
of data to help fanners. The confidentiality, integrity and 
authenticity of the information resources is protected by 
the cryptosystems [15]. In order to meet the encryption 
and decryption standard specifications, these systems are 
required to meet the stringent specifications regarding the 
information security. In the past few years, there is an 
increasing interest in the applications of cryptography 
through the neural networks. These cryptography 
applications include the visual cryptography, management, 
generation and exchange of protocol, pseudo random 
generator etc. Moreover, ANN is used to predict the 
diseases like cancer and cardiology illness [16]. It helps 
the physician with decision support in future. ANN is used 
in real time clinical prediction. The term diagnostic means 
to detect and isolate of faults or failure. It is a process to 
predict a future state based on the present and historic 
conditions. 

3. Data Acquisition 

The current research is conducted to recognize the real 
time emotions in human speech based on age, gender and 
varying activities. A questionnaire is developed on 

different activities on each basic emotion. The target 
groups are trained to speak the utterances accordingly. A 
total of 149 utterances are recorded in Urdu language from 
male and female. Furthermore, there are 28, 23, 23, 29, 23 
and 23 utterances are recorded each for anger, disgust, fear, 
happy, sad and surprise emotions respectively. In addition, 
there are 15, 14, 10, 16, 10 and 10 utterances of male 
while 13, 09, 13, 13, 13 and 13 utterances from female are 
recorded corresponding to anger, disgust, fear, happy, sad 
and surprise respectively. The utterances are recorded of 
10 to 15 seconds for each gender. Each frame of sound is 
comprised of 256 as frame size and there are 480 frames 
in each sound. A signal channel of 16-bit digitization is 
used. 

4. Methods 

The proposed approach can be best described by the block 
diagram given in Figure 1. The method to recognize 
emotions consists of three primary modules namely (i) 
Pre-processing, (ii) Neural network processing and (iii) 
Post-processing module. De-noising Filter and Feature 
Extraction modules are sub-modules of pre-processing. 
 Preprocessing 
During this phase two approaches are adopted to extract 
the proper information namely i) Filtering and ii) features 
extraction. To remove the silence and noise from speech 
signals if exists, FFT and adaptive filtering from noise 
cancellation are used. These techniques are used because 
of the advantage to reduce noise without affecting the 
original features of speech signal [17]. In second phase of 
preprocessing, features are extracted from the speech 
emotion sounds. In this phase acoustic features such as 
pitch, intensity are calculated. Moreover, the prosodic 
features such as statistical features of MFCC and 
frequency contours are calculated. When people 
communicate, emotions greatly influence on human daily 
activities. These emotions in human varies from person to 
person [18] based on gender, age and nature of activities. 
Emotion is basically a complex structure of interactions 
among human, feelings of happiness, sadness and anxiety 
etc. Moreover, it is a cognitive process of appraising. The 
pitch of sound and intensity differ from person to person 
with respect to age and gender, entropy also affects the 
emotional states.  A total of 149 utterances are recorded of 
male and female based on age and gender. Moreover, 
feature selection is helpful to remove the irrelevant 
information and data and extract the most appropriate and 
relevant data [19]. Likewise, to make the efficiency of 
training of the neural network, pre-processing is required 
at the inputs and targets. In this case inputs and targets are 
scaled before the networking training. The purpose of this 
scaling is to specify the range for inputs and targets. The 
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premnmx command is used to scale these inputs and 
targets. 

[𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚𝑝𝑝, 𝑡𝑡𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡]
= 𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚𝑚𝑚(𝑝𝑝, 𝑡𝑡); 

𝑝𝑝𝑝𝑝𝑡𝑡 = 𝑡𝑡𝑝𝑝𝑚𝑚𝑚𝑚𝑝𝑝(𝑝𝑝𝑝𝑝𝑡𝑡, 𝑝𝑝𝑝𝑝, 𝑡𝑡𝑝𝑝); 
The matrices p and t are used to hold the original inputs 
and targets of the network. While the normalized inputs 
and targets are set in pn and tn. Moreover, the minimum 
and maximum values of original inputs and targets are 
contained in minp and maxp, while the original targets are 
contained in mint and maxt. Likewise, Principal 
Component Analysis (PCA) is used. It is helpful, when the 
input vector has larger dimensions. PCA is used to reduce 
the dimensions. Three effects are provided by this 
technique. Initially, it has uncorrelated the components of 
the input vector by orthogonalizing them. Secondly, the 
components vectors are ordered with respect to the larger 
variations. Finally, the data sets with least variations are 
eliminated. 

4.1 Filtering 

There are 149 utterances of speech signals recorded and 
normalized. A database is maintained after filtering from 
unwanted noise in order to extract exact features from 
speech signals. Adaptive filtering from noise cancellation 
is used. There are many ways and approaches to reduce 
noise from the speech signals, but adaptive filter gives 
more advantages over the other methods. It increases the 
performance and quality of speech signals. For instance, 
the parameters; computational complexity, rate of 
convergence, ability to track sudden change of parameters, 
residual error level are helpful metrics which determine 
that which method produce better result. This filter 
enhances the quality of speech signal and is helpful to 
correctly recognize the emotion in speech signals. Many 
factors affect the quality of speech perception such as a 
variety of sources, loudness, noisy environment etc. So, in 
order to achieve the quality sound as produced by the 
original person we must have such methods which remove 
unwanted noise. Adaptive filter function as follows: 
The input signal = desired signal d(n) + interfering noise 
v(v) 
Mathematically 

x(n) = d(n) + v(n)  (1) 
Variable filter comprises of finite impulse response equal 
to the filter coefficient. 

wn  =  [ωn(0),ωn(1),ωn(2), … … … .ωn(n) ]T       (2) 
Error signal is computed as 

e(n) = d(n) −  d�(n)   (3) 
Variable filter is calculated by the desired signal 
convolving it with the input signal with the impulse 
response. 

d�(n) = wn ∗ x (n) (4) 
Where 

x(n) = [x(n), x(n − 1), … … . . , x(n − p)]T is the 
input signal vector. 

Updating rule for variable filter 
wn+1 = wn +△ wn     (5) 

Where △ wn is the correlation factor for filter coefficient. 

 

Fig. 1 Proposed System Design for emotion recognition based on Neural 
Networks 

The Fig. 1 shows the schematic diagram to illustrate the 
complete picture for emotion recognition using neural 
networks. In the first step, the emotion signals are read 
and further preprocessed for filtering and features 
extraction. The set of extracted features are passed as 
input to set of neural network classifiers. In the next phase, 
the data is divided in to training and test using 10-fold 
cross validation and relevant emotion is recognized. 

4.1.1 Features Extraction 

In this paper acoustic features such as pitch, volume and 
prosodic features such as Frequency sum, maximum, 
minimum and MFCC mean, maximum, minimum and 
variance. Cepstral analysis is used to estimate the pitch. 
Feature extraction [20] is necessary in recognizing 
particular emotion future in human. Some MATLAB 
algorithms are programmed for features extraction. For 
different type of problems, researchers extract relevant 
features for classification purposes. Rathore et al. (2015) 
used [22] geometric features for automatic colon cancer 
detection, [23] employed ensemble methods based on 
hybrid features for colon cancer classification, [24] used 
Support vector machine kernels for load forecasting, [25-
28] employed complexity based methods to quantification 
and analysis of physiological signals, [29] extracted 
complexity based features to classify the normal and 
pathological subjects for heart rate variability analysis and 
[30] extracted image texture features to detect and classify 
the human faces and non-faces. [33] employed Machine 
learning classifier for seed classification. Time- Frequency 
Wavelet based Coherence was computed by [32] to 
distinguish the EEG resting state from Eye closed (EC) to 
Eye open (EO). Recently, Hussain et al. [34] computed 
complexity base features to quantify the dynamics of EEG 
motor movements with EC and EO conditions.  
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4.1.1.1 Volume  

The loudness of an audio signal is one of the most 
important features to obtain the acoustic perception in the 
speech signals. The term volume is interchangeably used 
as intensity, energy and volume. For simplicity, we have 
used it as volume. It represents the sampling amplitude 
within a frame. Mathematically, volume is calculated as: 

Volume = ∑ |sin
i=1 | (6) 

Where [Si] is the ith sample within the frame and n is the 
size of the frame.  

4.1.1.2 Pitch 

Pitch is an important feature of audio signals, particularly 
for quasi-periodic signals. The voiced sounds are taken 
from human speech and monophonic music from most 
music instruments. The Pitch represents the vibration 
frequency of sound source of audio signals. Likewise, 
pitch is the fundamental frequency of audio signals, which 
is equal to the reciprocal of the fundamental period. 
Typical Pitch ranges according to the following ranges. 
Male: ranging from 85 – 155 Hz 
Female: Ranging from 165- 255 Hz  
Singer: Ranging from 80-1100 Hz 

4.1.1.3 MFCC 

It is commonly used acoustic feature to recognize the 
emotions in human speech. It is helpful in recognizing the 
human spoken languages such as speech recognition. 
During the noisy signals, to improve the robustness log-
mel amplitude is raised to suitable powers. It is done 
before applying the DCT. MFC is the short representation 
of power spectrum based on linear cosine transform of 
power spectrum of frequency based on mel scale. MFCC 
co-efficient collectively make up an MFC. They are 
derived from the audio clip from its cepstral representation. 
The difference between cepstrum and mel frequency 
cepstrum is that MFC frequency bands are distributed 
equally using mel scale, while in comparing it with normal 
cepstrum they provide more closely approximate response 
of human auditory system. So MFC is more powerful for 
the representation and recognition of sound. 

4.2 Neural Network Processing 

Neural networks are image processing and data mining 
tools. The basic idea is to implement human thoughts as 
an algorithm on computer for efficient results. As human 
brain consists of neurons, which send the activation 
signals to each other resulting to create intelligent thought. 
Similarly, Artificial Neural Network (ANN) also consists 
of number of neurons, which send activation signals to 
each other. ANN approximates multiple inputs and 
outputs. Thus, it is used in a variety of applications like 

data mining, classification problems, clustering, function 
approximation, prediction, image processing, speech and 
emotion recognitions. This thesis covers the real-time 
emotion recognition in human speech using ANNs. 
Emotion recognition is a supervised learning problem. 
Various classifiers may be used for its recognition 
including Bayesian Learning, Support Vector Machine, 
Linear Discriminant Analysis, Multilayer Neural Network, 
FFNN and Hidden Markov Model (HMM) to capture 
temporal transitions [21]. 
There are many types of neural networks to solve a variety 
of problems. The common type is Feed Forward Neural 
network (FFNN) while other types include Radial Base 
Function Neural network (RBFNN), Self-Organizing 
Maps (SOM) and Recurrent Networks (RN). The basic 
emotions have already been identified using FFNN, 
GRNN [20]. In this paper, RBFNN is used and the results 
are compared with GRNN, FFNN and Elman neural 
networks. 

 

Fig. 2 RBFNN Architecture for emotion recognition, F (Frequency), MF 
(MFCC) 

4.3 Post- Processing 

Before the experiments, pre-processing is applied on data. 
In order to see the output after simulation, it is required to 
obtain the original scale. Thus, a subroutine poststd and 
postmnmx is required for corresponding prestd and 
premnmx. In this research, a set of training data is 
normalized with premnmx and the network trained using 
the normalized data. The network is then simulated, 
unnormalized the output of the network using postmnmx. 
Finally, the regression analysis is performed between the 
network outputs (unnormalized) and the targets to check 
the quality of the network training. The routine poststd 
post processes the network training set that is 
preprocessed by routine prestd. The purpose of this routine 
is to converts the data back into unnormalized units. 
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After network simulation that is trained in preprocessing, 
its output is converted back to the original units using 
following commands: 
𝑚𝑚𝑝𝑝 = 𝑠𝑠𝑚𝑚𝑚𝑚(𝑝𝑝𝑝𝑝𝑡𝑡, 𝑝𝑝𝑝𝑝); 
𝑚𝑚 = 𝑝𝑝𝑝𝑝𝑠𝑠𝑡𝑡𝑚𝑚𝑝𝑝𝑚𝑚𝑚𝑚(𝑚𝑚𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡); 
Here 𝑚𝑚𝑝𝑝  correspond to tn. The un-normalized network 
output a is in the same as original targets t. 
Besides, if premnmx is used to preprocess data, then when 
the trained network is used with new inputs they should be 
preprocessed with the minimum and maximums that are 
computed for the training set. That can be accomplished 
with the routine tramnmx. Following commands are used; 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑡𝑡𝑝𝑝𝑚𝑚𝑚𝑚𝑝𝑝𝑚𝑚𝑚𝑚(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚𝑝𝑝) 
𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑠𝑠𝑚𝑚𝑚𝑚(𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡) 

𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑝𝑝𝑝𝑝𝑠𝑠𝑡𝑡𝑚𝑚𝑝𝑝𝑚𝑚𝑚𝑚(𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑚𝑚𝑚𝑚𝑝𝑝𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚𝑡𝑡) 

5. Results Analysis and Performance 
Evaluation 

The network is trained with 149 emotions comprising of 
each basic emotion as anger, disgust, fear, happy, sad and 
surprise of both male and female. Out of 149 utterances, 
there are 74 utterances are from male and 75 from female. 
The performance of the network is judged using Mean 
Square Error (MSE), Regression Analysis (RA), multiple 
linear regression, Post training Analysis, and Principal 
Component Analysis (PCA). Initially, the PCA is applied 
on data set which significantly reduces the data set. The 
data set is divided into validation, testing and training 
subsets. The distribution on data set is made such as ¼, ¼ 
and ½ on validation set, test set and training set 
respectively. However, the original data is equally spaced 
at all points. As shown in the Figure 4 below using 
RBFNN that validation set errors and test set errors are 
similar in characteristics and significantly no over fitting 
has been appeared. 

 

Fig. 3 Performance on Validation, test and Training set using Elman 
Network 

 

Fig. 4 Performance on Validation, test and Training set using RBFNN 

Moreover, the Figure 4 is drawn using FFNN among 
validation, test and training set. 

 

Fig. 5 Performance on Validation, test and Training set using FFNN 

The Multiple Linear Regression is applied on network 
training and testing. The results obtained so far are R2 
statistic, F Statistics P value and Error Variance.  R2 
statistic indicates that there are very low variations in the 
observations. F statistic (for the hypothesis test that all the 
regression coefficients are zero), and the p-value 
associated with this F statistic. The results of training (73 % 
as in X) and testing (27 % as in y) and the corresponding 
difference (d) shows that there are very least variations in 
training and testing data of each class of basic emotion. 
Besides, covariance is computed against each of the 
emotion and features gives the least result of variations. 

0 10 20 30 40 50 60 70 80 90 100
10

-1

10
0

10
1

100 Epochs

Tr
ai

ni
ng

-B
lu

e 
 V

al
id

at
io

n-
G

re
en

  T
es

t-R
ed

Performance is 0.161183, Goal is 0

0 1 2 3 4 5 6
0

2

4

6

8

10

12

14

Epoch

Sq
ua

re
d 

Er
ro

r

Progress by Training, Validation & Test using RBFNN

10

20

30

40

50

60Training
Validation
Test

0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

Epoch

Sq
ua

re
d 

Er
ro

r

Checking Progress of Training using FFNN

10

20

30

40

50

60Training
Validation
Test



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.8, August 2017 58 

 

Fig. 6 Residual plot against case number 

Multiple linear regressions is used to give response 
between predictor observations and observed responses. In 
this case, the plot in figure 6 above shows the residuals 
plotted in case order (149 emotions by row). The 95% 
confidence intervals about these residuals are plotted as 
error bars. The red lines indicate that these points are 
outlier not crossing the zero line i.e. these points are not 
lying in this range of desired data points. 

 

Fig. 7 Standard Deviation Chart of Group responses 

The graph in Figure 7 contains the sample standard 
deviation s for each group, a center line at the average s 
value, and upper and lower control limits. From the figure 
50, it is clear that all points are within the control limits, 
so the variability within subgroups is consistent with what 
would be expected by random chance 
Least Mean Square (LMS) algorithm is used to calculate 
the Mean Square Error (MSE). It has minimized the sum 
of square of errors. The input is applied to the network and 
network output is compared to the target. The error is 
computed between the target output and network output. 
Moreover, the average of sum of the error is minimized.  
𝒎𝒎𝒎𝒎𝒎𝒎 =  𝟏𝟏

𝑸𝑸
 ∑ 𝒎𝒎(𝒌𝒌)𝟐𝟐 = 𝟏𝟏

𝑸𝑸
∑ (𝒕𝒕(𝒌𝒌) − 𝒂𝒂(𝒌𝒌))𝟐𝟐𝑸𝑸
𝒌𝒌=𝟏𝟏

𝑸𝑸
𝒌𝒌=𝟏𝟏        (7) 

The LMS algorithm adjusts the weights and biases of the 
linear network. 

Table 1: Emotions vs Features 
Motio

n G Max. 
Vol. 

Frequency MFCC 
Sum Max. Min. Mean Max. Min. Var. 

Anger F 67.40 -3.80 0.66 -0.83 -19.10 2.15 -37.97 249.34 
M 76.51 -6.95 0.85 -0.93 -17.74 2.75 -50.72 280.40 

Disgu
st 

F 46.82 -6.43 0.38 -0.57 -16.69 1.83 -36.35 275.40 
M 53.55 -14.55 0.47 -0.65 -17.02 2.55 -37.97 416.10 

Fear F 101.97 -10.67 0.88 -1.00 -18.98 2.28 -50.72 294.31 
M 16.17 -3.89 0.26 -0.21 -18.11 3.14 -36.90 294.49 

Happ
y 

F 57.15 -6.37 0.72 -0.82 -16.36 2.29 -36.35 250.10 
M 37.03 -5.25 0.46 -0.40 -17.05 2.79 -37.93 290.45 

Sad 
F 40.25 -5.78 0.51 -0.59 -16.45 2.04 -38.16 264.68 

M 21.06 -4.75 0.22 -0.28 -17.81 3.93 -34.53 314.56 

Surpri
se 

F 70.91 -10.43 0.79 -0.73 -16.81 2.52 -37.97 303.02 
M 67.77 -7.54 0.88 -0.72 -18.43 3.54 -35.77 276.99 

Table 2: Network performance using MSE and Regression Analysis 

Network Model MSE Regression Analysis 
M B R 

FFNN 1.9975e+003 0.9440 -9.3734 0.9009 
GRNN 0.0056 146.6049 386.5623 1.0000 
RBFNN 4.1328e-025 146.6100 382.2900 1 

Elman Network 1.9946e+004 -0.2724 518.4446 -0.5814 
 
From the table above MSE is calculated against FFNN, 
GRNN, RBFNN and Elman Network. The values against 
each network in MSE column represents that RBFNN has 
least MSE in comparison with other networks. Very low 
error represents the better recognition rate.  
Moreover, the network performance is also measured 
using Regression Analysis (RA). This is done on network 
response and corresponding targets. The routine postreg is 
used to perform this analysis. Mathematically, 
[𝒎𝒎,𝒃𝒃, 𝒓𝒓] = 𝒑𝒑𝒑𝒑𝒎𝒎𝒕𝒕𝒓𝒓𝒎𝒎𝒑𝒑(𝒕𝒕′, 𝒎𝒎′);   (8) 
Network output and corresponding targets are passed to 
postreg. Three parameters are returned by postreg routine. 
Here m and b corresponds to slope and y intercept, 
whereas r corresponds to the correlation coefficient. If the 
value of r equals to 1, it represents best fit, i.e. output is 
equal to the targets. After training the network, real series 
data comprising of features and emotions is processed. 
There is a 127 by 8 matrix by splitting this matrix into 
new data sets, first 109 as training data points and 18 as 
testing data points, two from each emotion.  

Table3: Confusion Matrix of Emotions in Human Speech 

 Predicted 

A
ct

ua
l 

 Anger Disgust Fear Happy Sad Surprise 
Anger 17 0 0 3 0 0 

Disgust 0 16 0 0 1 0 
Fear 0 0 17 0 0 0 

Happy 0 0 0 21 0 0 
Sad 0 0 0 0 17 0 

Surprise 0 0 0 0 1 16 
 
The data is normalized by pre and post processing and 
applied regression analysis on FFNN, GRNN, RBFNN 
and Elman Network. As shown in the figure 8 and table 
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value of r is 1 in GRNN & RBFNN correctly fit the data 
points of testing and training, however, MSE of RBFNN 
is small than GRNN. This concludes that RBFNN has 
more perfectly recognized particulars emotion than FFNN, 
GRNN and Elman Network. 

 

Fig. 8 Regression Analysis using RBFNN 

 

Fig. 9 Regression Analysis using Elman network 

 

Fig. 10 Regression Analysis using FFNN 

Real time emotions are recorded from male and female 
based on age, varying activities. The network is trained 
using FFNN, GRNN, Elman network and RBFNN. The 
acoustic and MFCC prosodic features are calculated 
against each basic emotion. The table 1 about emotion vs 
features shows that intensity of sound during anger in 
male is more than that of female.  However, this value of 
intensity is very high in female during fear state. It is also 
observed that female’s intensity is more than that of 
female during happy, surprise and sad states. However, the 
intensity of male is more than female in anger and disgust 
state. The other statistical and prosodic features of MFCC 
and frequency vary accordingly as that the intensity 
changes. 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑝𝑝𝑚𝑚𝐴𝐴𝐴𝐴 =  𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇+𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇

𝐴𝐴𝐴𝐴𝐴𝐴
   (9) 

= 104
109

  = 95. 41 % 
The network using RBFNN is trained with 109 emotions 
containing 20, 17, 21, 17 and 17 emotions from Anger, 
Disgust, Fear, Happy, Sad and Surprise respectively. The 
confusion matrix shown in the figure depicts an accuracy 
of 95. 41 % between Actual and Predicted emotions. 
The statistical and prosodic features are calculated from 
each sound after reading from the database. These features 
are passed to the neural network as input and networks are 
trained. Moreover, the scaling on inputs and targets is 
made using PCA and RA. 

 

Fig. 11 MFCC Contour of Female anger utterance 

 

Fig. 12 Volume of male Disgust utterance 
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The Figures 11 to 14 are the graphical representations of 
male and female emotions. Here Figure 11 and 13 are 
MFCC contours during anger and disgust states of female 
and male respectively. From Table 1 and Figure 11 and 13, 
it is seen that variance during disgust state in male is near 
to twice than that of female during anger. Moreover, it is 
also observed that Figure 13 is much denser than Figure 
11. 

 

Fig. 13 MFCC contour of Male Disgust utterance 

 

Fig. 14 Frequency contour of Female Anger utterance 

In addition, MFCC features are calculated, it is seen that 
the MFCC variance of male are more than that of female. 
It changes almost in a constant ratio during each emotion. 
However, it is seen that during the fear state, it is almost 
the same value. 
The frequency sum, maximum and minimum varies 
accordingly as that the intensity (Volume) as shown in 
Figure 12.  In addition, MFCC features are calculated, it is 
seen that the MFCC variance of male are more than that of 
female. It changes almost in a constant ratio during each 
emotion. However, it is seen that during the fear state, it is 
almost the same value. 
The features are calculated against each emotion of male 
and female. From the results it is observed that during 

anger intensity of sound of male is more than that of 
female. However, during the fear state female has very 
higher degree of intensity than that of male. It is also 
observed from the results that female have more intensity 
than male when they are in the state of fear, happiness, 
sadness or surprise conditions, while the male has greater 
intensity during anger, and disgust states.  

6. Conclusions and future work 

In the present work, human emotions such as anger, 
disgust, happiness, sadness and surprise are recognized 
based on age, gender and varying activities. Pre-
processing is applied before training in order to extract the 
appropriate information. The inputs and targets are scaled 
before passing to the network using the PCA. The noise 
and silence are filtered from the recorded speech signals 
using adaptive filtering. In addition, the acoustic features 
like volume, intensity and statistical features are computed 
using MFCC. These features help to recognize any 
particular emotion. The data set is processed by the chosen 
ANN types. The scaled outputs of the ANN are de-
normalized by post-processing. The experimental results 
obtained by the RBFNN demonstrate the minimum MSE, 
up to 98% recognition rate in human varying activities and 
a single correlation coefficient, which ensure that RBFNN 
best fit the data. In future, we aim including other spoken 
languages of Azad Jammu and Kashmir, Pakistan to be 
test for varying emotions. 
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