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Summary 
Current information systems provide transparent access to multiple, 
distributed, autonomous and potentially redundant data sources. 
Their users may not know the sources they questioned, nor their 
description and content. Consequently, their queries reflect no 
more a need that must be satisfied but an intention that must be 
refined. The purpose of the personalization is to facilitate the 
expression of users’ needs. It allows them to obtain relevant 
information by maximizing the exploitation of their preferences 
grouped in their respective profiles.  
In this work, we present a matrix completion approach that 
minimize the nuclear norm to construct users’ profiles. The initial 
data matrix corresponds to the ratings provided by users to items. 
Each row or column contains at least one observation. The 
proposed approach, based on collaborative filtering concept, starts 
by a learning process to classify users and preferences. It exploits 
then these clusters to run a predictive method in the aim to recover 
the missing or unknown data.  Finally, it uses an assignment 
function to find the ratings of preferences that were not included in 
the initial data matrix due to the fact of lack of observation.  
Key words: 
Personalization, enrichment, user query, user profile, 
collaborative filtering, bi-clustering, matrix completion, 
aggregation, assignment function. 

1. Introduction  

The multiplicity of data sources, their scalability and the 
increasing difficulty to control their descriptions and their 
contents are the reasons behind the emergence of the need of 
users’ requests personalization.  A major limitation of these 
systems is their inability to classify and discriminate users 
based on their interests, their preferences and their query 
contexts. They cannot deliver relevant results according to 
their respective profiles[1]. Consequently, the execution of 
the same request expressed by different users over an 
ontology-based mediation system will necessarily not 
provide the same results.  

We talk here about a personalized access to data sources 
using ontologies. A user accessing an information system 
with the intention of satisfying an information need, may 
have to reformulate the query issued several times and sift 
through many results until a satisfactory, if any, answer is 
obtained. This is a very common experience. A critical 
observation is that: different users may find different things 
relevant when searching, because of different preferences, 

goals etc. Thus, they may expect different answers to the 
same query. The personalization of a query uses the user 
profile to rephrase his request by integrating elements of his 
interests or his preferences. Storing user preferences in a 
user profile gives a retrieval system the opportunity to return 
more focused, personalized and hopefully smaller answers. 

The objective of the query personalization process is to 
enhance the user query with his related preferences stored in 
his profile. The step of user profile construction is the key 
enabler of an efficient enrichment or personalization process. 
It consists of predicting missing preferences from a sampling 
of observations about users. It must focus on the system user 
and must enable the exploitation of what is called personal 
relevancy [2] instead of consensus relevancy. In the first one, 
the information system computes relevancy based on each 
individual's characteristics, unlike the second one where it 
presumes that the relevancy computed for the entire 
population is relevant for each user that is the case for the 
existing matrix completion methods via convex 
programming. These methods work on the assumption that 
at least one observation exists per row and per column. 

This work presents a matrix completion method based on the 
optimisation of the nuclear norm of the matrix that 
represents the preferences of our system users over items. It 
uses a bi-clustering process to detect users respectively items 
clusters in the aim to promote the personal relevancy 
concept by applying a matrix completion process over users 
that chairs almost the same preferences. It exposes a more 
complete method for user profile construction that allows, in 
addition, the possibility to predict ratings of unrated 
preferences in the initial users-ratings matrix. 

The remaining of this paper is organised as follows. Section 
2 discusses the problematic of matrix completion and the 
possibility of resolving it by using convex programming. 
Section 3 presents the proposed approach where in section 4 
numerical results are shown. Finally, we conclude by 
exposing the next challenges for data management using 
learning methods in an information retrieval context.  
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2. Matrix completion 

In many practical problems of interest, one would like to 
guess the missing entries of an 𝑛𝑛1 × 𝑛𝑛2   matrix from a 
sampling Ω of its entries. This problem is known as the 
matrix completion problem. It comes up in a great number 
of applications including those of collaborative filtering. The 
collaborative filtering is the task of making automatic 
predictions about the interests of a user by collecting taste 
information from many users. In each instance, the objective 
is to predict the preferences of a user for all items from: 

- A partial list of his preferences for a few rated items. 
- Information gleaned from many others users. 

In mathematical terms, this problem is posed as follows: 

A data matrix Μ ∈ ℝ𝑛𝑛1×𝑛𝑛2  is the matrix to be known as 
much as possible. The only information available about it is 
a sampling set of entries Μ𝑖𝑖𝑖𝑖 , (𝑖𝑖, 𝑗𝑗) ∈ Ω, where Ω is a subset 
of the complete set of entries {1, … ,𝑛𝑛1} × {1, … ,𝑛𝑛2}.  

Very few factors contribute to an individual’s taste. Then, 
the problem of matrix completion is a problem of a low-rank 
𝑟𝑟  matrix from a sample of its entries. The matrix rank 
satisfies 𝑟𝑟 ≤ min (𝑛𝑛1,𝑛𝑛2). 

Such a matrix is represented by counting 𝑛𝑛1 × 𝑛𝑛2 numbers 
but has only 𝑟𝑟 × (𝑛𝑛1+𝑛𝑛2 − 𝑟𝑟) degrees of freedom. When 
the matrix rank is small and its dimension is large, then the 
data matrix carries much less information than its ambient 
dimension suggests.  

Users, rows of the matrix, are given the opportunity to rate 
items, columns of the data matrix. However, they usually 
rate very few ones so there are very few scattered observed 
entries of this data matrix. In this case, the users-ratings 
matrix is approximately low-rank because as mentioned, it 
is commonly believed that only very few factors contribute 
to an individual’s tastes or preferences. These preferences 
are stored in a user profile. 

Let 𝑃𝑃Ω: ℝ𝑛𝑛1×𝑛𝑛2 →  ℝ𝑛𝑛1×𝑛𝑛2    be the orthogonal projection 
onto the subspace of matrices that vanish outside of Ω .  
 (𝑖𝑖, 𝑗𝑗) ∈ Ω  if and only if  Μ𝑖𝑖𝑖𝑖  is observed.  𝑌𝑌 = 𝑃𝑃Ω(Χ)  is 
defined as: 

𝑌𝑌𝑖𝑖𝑖𝑖 = �𝑋𝑋𝑖𝑖𝑖𝑖 ,                (𝑖𝑖, 𝑗𝑗) ∈ 𝛺𝛺,
0,                 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑟𝑟𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒,

                                      (1) 

The data known in Μ is given by 𝑃𝑃Ω(Μ). The matrix Μ is 
recovered then from 𝑃𝑃Ω(𝑋𝑋) if it is the unique matrix of rank 
less or equal to 𝑟𝑟 and consistent with the data, which means 
that, Μ is the unique solution to: 

𝑚𝑚𝑖𝑖𝑛𝑛𝑖𝑖𝑚𝑚𝑖𝑖𝑚𝑚𝑒𝑒 𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟(𝑋𝑋)                                                      (2) 
         𝑒𝑒𝑠𝑠𝑠𝑠𝑗𝑗𝑒𝑒𝑠𝑠𝑜𝑜 𝑜𝑜𝑜𝑜 𝑃𝑃Ω(Χ)= 𝑃𝑃Ω(Μ)  

In practical point of view, the rank minimization problem is 
an NP-hard problem. Algorithms are not capable to resolve 
it in time once the matrices have an important dimension. 
They require time doubly exponential in the dimension of 
the matrix to find the exact solution. 

2.1 Nuclear norm and matrix model 

Authors in [3] proposed the resolution of matrix completion 
problem by solving the nuclear norm minimization problem: 

𝑚𝑚𝑖𝑖𝑛𝑛𝑖𝑖𝑚𝑚𝑖𝑖𝑚𝑚𝑒𝑒 ∥ 𝛸𝛸 ∥∗                                                         (3) 
         𝑒𝑒𝑠𝑠𝑠𝑠𝑗𝑗𝑒𝑒𝑠𝑠𝑜𝑜 𝑜𝑜𝑜𝑜 𝑃𝑃Ω(Χ)= 𝑃𝑃Ω(Μ) 

 
Where the nuclear norm ∥ Χ ∥∗ is defined as the sum of its 
singular values: 

∥ 𝛸𝛸 ∥∗≔ ∑ 𝜎𝜎𝑖𝑖(𝛸𝛸).𝑖𝑖                                                       (4) 

Matrix completion problem is not as ill posed as thought. It 
is possible to resolve it by convex programming. The rank 
function counts the number of nonvanishing singular values 
when the nuclear norm sums their amplitude. The nuclear 
norm is a convex function. It can be optimized efficiently via 
semidefinite programming.  

Theorem 1: Let Μ be an 𝑛𝑛1 × 𝑛𝑛2 matrix of rank 𝑟𝑟 sampled 
from the random orthogonal model, and put 𝑛𝑛 =
max (𝑛𝑛1,𝑛𝑛2) . Suppose we observe 𝑚𝑚 entries of Μ  with 
locations sampled uniformly at random. Then they are 
numerical constants C and c such that if  

𝑚𝑚 ≥ 𝐶𝐶𝑛𝑛
5
4𝑟𝑟𝑟𝑟𝑜𝑜𝑟𝑟𝑛𝑛                                                            (5) 

The minimizer to the problem (3) is unique and equal to Μ 
with probability at least 1 − 𝑠𝑠𝑛𝑛−3 ; that is to say, the 
semidefinite program (3) recovers all the entries of Μ with 
no error. In addition, if  𝑟𝑟 ≤ 𝑛𝑛1/5, then the recovery is exact 
with probability at least 1 − 𝑠𝑠𝑛𝑛−3 provided that 

𝑚𝑚 ≥ 𝐶𝐶𝑛𝑛6/5𝑟𝑟𝑟𝑟𝑜𝑜𝑟𝑟𝑛𝑛                                                  (6) 

Under the hypothesis of Theorem 1, there is a unique low-
rank matrix, which is consistent with the observed entries. 
This matrix can be recovered by the convex optimization (3). 
For most problems, the nuclear norm relaxation is formally 
equivalent to the combinatorial hard rank minimization 
problem.  

If the coherence is low, few samples are required to 
recover  Μ .  As an example of matrices with incoherent 
column and row space matrices with random orthogonal 
model or those with small components of the singular 
vectors of Μ. 
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2.2 Related works 

Conventional semidifinite programming solvers such as 
SDPT3 [4] and SeDeMi [5] solves the problem (3). However, 
such solvers are usually based on interior-point methods, 
and can not deal with large matrices. They can only solve 
problems of size at most hundreds by hundreds on a 
moderate PC. Therefore, the first-order methods are used to 
complete large low rank matrices by solving (3).  

The singular value thresholding SVT algorithm 
approximates the minimization (3) by: 

𝑚𝑚𝑖𝑖𝑛𝑛𝛸𝛸 𝜏𝜏 ∥ 𝛸𝛸 ∥∗+
1
2
∥ 𝛸𝛸 ∥𝐹𝐹   2                                        (7) 

        𝑒𝑒. 𝑜𝑜.  Χ𝑖𝑖𝑖𝑖 = Μ𝑖𝑖𝑖𝑖 , (𝑖𝑖, 𝑗𝑗) ∈ Ω     

With a large parameter  𝜏𝜏 .  ∥ . ∥𝐹𝐹  denotes the matrix 
Frobenius norm or the square root of the summation of 
squares of all entries. 

Then, it applies a gradient ascent algorithm to its dual 
problem. The iteration is: 

�𝛸𝛸𝑘𝑘 = 𝒟𝒟𝜏𝜏(𝑌𝑌𝑘𝑘−1),                       
𝑌𝑌𝑘𝑘 = 𝑌𝑌𝑘𝑘−1 + 𝛿𝛿𝑘𝑘𝑃𝑃𝛺𝛺(𝛭𝛭 − 𝑋𝑋𝑘𝑘),                                     (8) 

Where 𝒟𝒟𝜏𝜏 is the SVT operator defined as: 

𝒟𝒟𝜏𝜏(𝑌𝑌) ≔ 𝑟𝑟𝑟𝑟𝑟𝑟𝑚𝑚𝑖𝑖𝑛𝑛  𝑋𝑋 ∈ ℝ𝑛𝑛1×𝑛𝑛2  
  

1
2

 ∥ 𝑌𝑌 − 𝛸𝛸 ∥𝐹𝐹+ 𝜏𝜏 ∥ 𝛸𝛸 ∥∗, (9) 

The iteration is called the SVT algorithm and it was shown 
to be an efficient algorithm for huge low rank matrices. 

Authors in [6] presented the FPCA algorithm. It combines 
the fixed-point continuation [7] with Bregman iteration [8]. 
The iteration is as follows: 

� 𝐼𝐼𝑜𝑜𝑒𝑒𝑟𝑟𝑟𝑟𝑜𝑜𝑒𝑒 𝑜𝑜𝑛𝑛 𝑖𝑖 𝑜𝑜𝑜𝑜 𝑟𝑟𝑒𝑒𝑜𝑜 𝑋𝑋𝑘𝑘   � 𝛸𝛸𝑖𝑖 = 𝒟𝒟𝜏𝜏(𝑌𝑌𝑖𝑖−1),
𝑌𝑌𝑖𝑖 = 𝑋𝑋𝑖𝑖−1 + 𝛿𝛿𝑖𝑖𝑃𝑃𝛺𝛺(𝛭𝛭 + 𝑍𝑍𝑘𝑘−1 − 𝑋𝑋𝑖𝑖),

𝑍𝑍𝑘𝑘 = 𝑍𝑍𝑘𝑘−1 + 𝑃𝑃𝛺𝛺(𝛭𝛭 − 𝛸𝛸𝑘𝑘)                      (10)                                          
 

In fact, the FPCA algorithm is a gradient ascent algorithm 
applied to an augmented Langrangian of (3). 

The augmented Langrangian Multiplier method ALM in [9], 
reformulates the problem into  

minX||X||∗     s. t.  X + E =  PΩ(Μ),      PΩ(E) = 0,       (11) 

Where E is an auxiliary variable. The corresponding (partial) 
ALM function is 

ℒ(𝑋𝑋,𝐸𝐸,𝑌𝑌, 𝜇𝜇) =  �|𝑋𝑋|�
∗

+ 〈𝑌𝑌,𝑃𝑃𝛺𝛺(𝛭𝛭) − 𝑋𝑋 − 𝐸𝐸〉 +
𝜇𝜇
2
�|𝑃𝑃𝛺𝛺(𝛭𝛭) − 𝑋𝑋 −

𝐸𝐸|�
𝐹𝐹
2 ,                                                                                  (13) 

𝑒𝑒𝑖𝑖𝑜𝑜ℎ  PΩ(𝐸𝐸) = 0. 
 
An inexact gradient ascent is applied to the ALM and leads 
to the following algorithm: 

 

�
𝛸𝛸𝑘𝑘 = 𝒟𝒟𝜇𝜇𝑘𝑘−1(𝑃𝑃𝛺𝛺(𝛭𝛭) − 𝐸𝐸𝑘𝑘−1 + 𝜇𝜇𝑘𝑘−1𝑌𝑌𝑘𝑘−1),                     
𝐸𝐸𝑘𝑘 = −𝑃𝑃𝛺𝛺𝑐𝑐(𝑋𝑋𝑘𝑘),                                                              
𝑌𝑌𝑘𝑘 = 𝑌𝑌𝑘𝑘−1 + 𝜇𝜇𝑘𝑘𝑃𝑃𝛺𝛺(𝛭𝛭 − 𝑋𝑋𝑘𝑘).                                        

   (14) 

For all these algorithms, the SVT operator is the key to make 
them converge to low rank matrices. 

The objective of this paper is to construct users’ profiles by 
applying a matrix completion process. Indeed, for each user, 
the problem corresponds to predict the unknown ratings to 
preferences from the observed ones or based on other users 
preferences.  We aim to focus on the system users and to 
enable what is called personal relevancy instead of 
consensus relevancy.  

In the first one, the information system computes relevancy 
based on each individual's characteristics, unlike the second 
one where it presumes that the relevancy computed for the 
entire population is relevant for each user, which is the case 
for the algorithms presented above.  To have any hope of 
recovering an unknown matrix using these algorithms, one 
needs at least one observation per row and one observation 
per column. 

3. Proposed approach 

The users’ profiles construction is the key personalization 
enabler and the useful tactic in data integration tasks dealing 
with irrelevancy problem. It takes elements of the user 
preferences as input and determines his profile as output. A 
user profile is a set of weighted elements that defines 
preferences of its owner over items. Machine learning 
approach enable the possibility to manipulate profiles 
automatically as much as possible. 

Our idea here is to promote the concept of personal 
relevancy.  

The proposed approach then is based on three main steps: 
- A learning process to identify users and preferences 

clusters. 
- A predictive method using clusters found in step 1 

to predict the unknown data. 
- An assignment function to find the ratings of 

unrated preferences. 
 
The first step of our approach is to perform a data filtering. 
The users-ratings matrix R contains only the preferences 
rated by at minimum one user. The learning process then 
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starts by applying a Principal Component Analysis PCA in 
the attempt to reduce the the number of variables and make 
the information less redundant.  As a result, our data are 
centered. They simulate the contributions of users over 
preferences. 

To detect the users respectively preferences clusters, the 
process uses a bi-clustering step by using the K-means 
algorithm on the principal component scores; that is, the 
representation of the data matrix in the principal component 
space and its correlation matrix. The second process takes 
place to predict the missing ratings.  

For a given user, respectively an item, we identify clusters 
in which the selected user, respectively the preference, 
belongs. The predicted score or rate is the result of  Singular 
Value Thresholding SVT  algorithm [3] applied on the 
matrix containing rates that users in the selected user cluster 
given to preferences in the selected preference cluster . 

The adopted algorithm takes as parameters three mandatory 
elements.  

- Ω the set of locations corresponding to the 
observed entries. It might be defined in three forms. 
The first one as a sparse matrix where only the 
elements different of 0 are to take into account. The 
second one as a linear vector that contains the 
position of the observed elements. And the third 
one where Ω is specified as indices (𝑖𝑖, 𝑗𝑗)  with 
(𝑖𝑖, 𝑗𝑗) ∈ ℕ. 

- b the linear vector which contains the observed 
elements. 

- 𝑚𝑚𝑢𝑢 the smoothing degree. 

The application of the SVT algorithm in blocks procures in 
some cases certain results that are out of range. In this case, 
the process uses an aggregation function to predict the 
following rates. It is equal to the mode of all rates found by 
the intersection between the cluster to which the user 
belongs and the cluster that contains the selected preference. 

 
Algorithm 1: Predicting the rate of an item given by a 

user 
 
Require : R, Pu, Pi, uk, ik’ 
- R   users-rating matrix 
- Pu  users partitions 
- Pi  items partitions 
- uk  user 
- ik’ item 
- mu the smoothing degree 

 
Ensure:  R�uk,ik′ 
 

S  ∅ { set of rates} 
Cu  {Cu 𝜖𝜖 Pu : uk  𝜖𝜖 Cu} 
Ci  {Ci 𝜖𝜖 Pi : ik’  𝜖𝜖 Ci} 
m=size(Cu) ; 
n=size(Ci) ; 
M(m,n) ; 𝑀𝑀�(𝑚𝑚,𝑛𝑛); 
b ∅  {set of observed rates} 
omega ∅  {set of indices of observed rates} 
for u from 1 to m 

do
   

    for i from 1 to n do 
        if ( exist(R[u,i]) 
            b.append(R[u,i]); 
            omega.append((u,i)); 
            S.append(R[u,i]); 
            M[u,i]=R[u,i]; 
         end if 
      end for 
end for 
R� = SVT([m, n], omega, b, mu); 
if (not exist(R�uk,ik′

))  
R�uk,ik′ = mode(S) ; 
end if 

 
 
The result of this algorithm is a completed data matrix that 
contains all the ratings of users to preferences. However, 
these preferences correspond only to the ones that were rated 
by a user at minimum. The proposed prediction process runs 
on the assumption that the initial matrix contains at least one 
observation per row and one observation per column. 
Therefore, to provide more relevant solution. The process 
adopts an assignment function. This function has as an 
objective to find the users class that are interested by the 
selected preferences. It exploits the characteristics of the 
preferences to enrich the data matrix.  It provides as a result 
the matrix of preferences that are weighted according to 
users’ classes.  Then for a certain preference, it is possible to 
know the class of users that will be the most interested by it. 
The exact rate will be then equal to the aggregation of rates 
provided by the users of this cluster.  

 
Algorithm 2: Assignment function to predict the rate of   
unrated preferences 

 
Require : R, C, T,L, Pu, Pi, n, m, u, p,c 
- R   users-rating matrix 
- C   preferences-characteristics matrix 
- T   preferences-users’classes matrix 
- L   unrated preferences- characteristics matrix 
- Pu  users partitions 
- Pi  items partitions 
- u number of users 
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- p number of preferences 
- n the number of users clusters 
- m number of characteristics  
- c number of unrated preferences 

 
Ensure:  X 
 
M(u,p); 
M=R*C; 
 
for i from 1 to n 

do
   

           Cu  {Cu 𝜖𝜖 Pu : u  𝜖𝜖 Cu} ; 
           m=size(Cu) ; 
               for j from 1 to m do 
                    T(i,:)= (T(i,:)+M(i,:))/m; 
               end for 
end for  

 
X(c,p); 

 
X= T*L’; 

 

4. Numerical results 

 
The evaluation of the approach is done using the 

MovieLens dataset. It consists of: 
1- 100 000 ratings from 943 users on 1682 films from 
1 to 5.  
2- Each user has rated at least 20 movies.  
3- The data sets are 80% 20% splits into training and 

test data. 

The experiments were conducted via a modest machine with 
the following characteristics:  i7-4510U CPU 2.00GH 

We performed the first step of their approach to detect 10 
clusters, 5 for users and another 5 for films according to the 
rating scale. This step has as complexity of O(nkt) where n 
refers to the number of data objects while t is the number of 
iteration, k of course is the number of classes generated. 

The second step that corresponds to the predictive method 
allowed them to recover the initial matrix R as the matrix 𝑅𝑅�  
which dimension is 943x1682 from only 100 000 known 
data that corresponds to almost 6.5% of global data.  

In the objective to demonstrate the efficiency of the 
combination between the aggregation method and the SVT 
algorithm per blocks, they applied several methods of Low-
Rank Matrix Recovery and Completion over the same 
experimental data. These methods minimize also the nuclear 

norm of their users-preferences matrix in the aim to recover 
the missing data with a precise rank. The researchers cite 
Augmented Lagrange multiplier method ALM, Accelerated 
Proximal Gradient method APG[10], Dual Method DM [11]  
and Fixed-Point Continuation method FPC[12]. Only SVT, 
FPC and ALM algorithms recovered the matrix with the 
desired rank 943.  

They compared the results obtained according to four 
metrics: Mean Absolute Error MAE, Root Mean Square 
Error RMSE, Relative recovery error 𝐸𝐸1, Relative recovery 
in the spectral norm 𝐸𝐸2. 

- Mean Absolute Error MAE is defined as the 
average of the absolute error, which is the 
difference between the predicted rating 𝑅𝑅�𝑖𝑖𝑖𝑖  and 
the actual rating 𝑅𝑅𝑖𝑖𝑖𝑖. 

𝑀𝑀𝑀𝑀𝐸𝐸 =  1
𝑁𝑁

 ∑ �𝑅𝑅�𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑖𝑖𝑖𝑖�𝑁𝑁
𝑘𝑘=1                                               (6) 

- Root Mean square Error RMSE is biased to 
provide more weights to larger errors. 

𝑅𝑅𝑀𝑀𝑅𝑅𝐸𝐸 = �
1
𝑁𝑁

 �(𝑅𝑅�𝑖𝑖𝑖𝑖 − 𝑅𝑅𝑖𝑖𝑖𝑖)2
𝑁𝑁

𝑘𝑘=1

                                        (7) 

 
- Relative recovery error 𝐸𝐸1 

𝐸𝐸1 =
�𝑅𝑅 − 𝑅𝑅��

𝐹𝐹
‖𝑅𝑅‖𝐹𝐹

                                                         (8) 

- Relative recovery in the spectral norm E2 

𝐸𝐸2 =
�𝑅𝑅 − 𝑅𝑅��
‖𝑅𝑅‖

                                                            (9) 

The dimension reduction of the matrix using the PCA over 
the filtered data matrix presents better results than the use of 
the Singular Value Decomposition method SVD. 

Table 1: Initial matrix results 

 Using the initial matrix r=943 

  MAE RMSE E1 E2 

ACP SVT 1.71196
9e-01 

4.282370e-
01 

2.68333
1e-01 

5.14961
7e-01 

SVDs 2.26975
8e-01 

6.460150e-
01 

3.29574
4e-01 

6.32397
5e-01 

SVT 2.34882
8e-01 

6.830165e-
01 

3.38881
4e-01 

6.42983
1e-01 

http://www.caam.rice.edu/%7Eoptimization/L1/fpc/


IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.8, August 2017 

 

175 

FPC 2.47067
9e-01 

7.519525e-
01 

3.55571
8e-01 

6.67160
8e-01 

ALM 2.50019
3e-01 

8.002567e-
01 

3.78849
1e-01 

7.34201e
-01 

 

Table 2: Filtered matrix results 

 Using filtered data r=943 

  MAE RMSE E1 E2 

ACP 

SVT 

1.67944
4e-01 

4.201040e 
-01 

2.68304
9e-01 

5.14961
4e-01 

SVDs 2.22957
6e-01 

6.351916e
-01 

3.29915
3e-01 

6.35450
4e-01 

SVT 2.34318
4e-01 

6.716209e
-01 

3.39244
0e-01 

6.43829
3e-01 

FPC 2.44704
9e -01 

7.417087e
-01 

3.56506
0e-01 

6.68559
2e-01 

ALM 2.48864
4e-01 

7.986859e
-01 

3.76999
1e-01 

7.32998
5e-01 

 

Table 3:  Execution time 

 Execution time in min 

  Using filtered data Using  initial 
matrix 

ACP 
SVT 

10.03 16.12 

SVDs 8.86 11.14 

SVT 20.14 25.06 

FPC 38.32 42.18 

ALM 45.22 47.96 
 

5. Conclusion 

A major limitation of the ontology based information 
retrieval systems is their inability to deliver pertinent results 
according to the users preferences. Indeed, they depend on 
the users’ queries, which are insufficient for giving a 
complete picture about what the users are looking for. In fact, 
these systems return the same result regardless of who 

submitted the query. In addition, the same user query is not 
essentially the same intent.  

In this work, we presented a construction profile process that 
is considered to enrich the user query expressed in SPARQL.  
It is based on three main steps wish are:  

- A learning process to identify users and preferences 
clusters. 

- A predictive method using clusters found in step 1 
to predict the unknown data. 

- An assignment function to find the ratings of 
unrated preferences. 

 
The proposed prediction process runs on the assumption that 
the initial matrix contains at least one observation per row 
and one observation per column. Therefore, to provide more 
relevant solution. The process adopts an assignment 
function. This function has as an objective to find the users 
class that is interested by the selected preferences. It exploits 
the characteristics of the preferences to enrich the data 
matrix.  It provides as a result the matrix of preferences that 
are weighted according to users’  classes.  Then for a 
certain preference, it is possible to know the class of users 
that will be the most interested by it. The exact rate will be 
then equal to the aggregation of rates provided by the users 
of this cluster.  
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