
IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.9, September 2017 

 

85 

Manuscript received September 5, 2017 
Manuscript revised September 20, 2017 

Enhancing the Effectiveness of clustering using User 
Preferences and Voting/Rating  

Y. Subba Reddy, Dr. V. Tanuja and Prof. P. Govindarajulu 
 

Department of Computer Science, S.V. University, Tirupati,  AP, INDIA 
 

Abstract 
Finding the similarity between two objects is the most 
important fundamental operation in database management 
as well as in web searching environment. The similarity 
between two objects is generally computed based on the 
attribute values of the objects. Traditional similarity 
measures using only attribute values. In the proposed 
method, similarity between two objects is the most 
effective and accurate when the similarity is computed 
based on the attribute values as well as the 
voting/rating/preferences of values of attributes. That is, 
the similarity between objects is not based only on attribute 
values but instead object similarity is computed based on 
some of the weighted values of voting/rating/preferences 
and values of attributes. A linear similarity function is the 
simplest model for finding weighted similarities between 
objects. Similarity measure techniques are very much 
useful in processing database queries such as top-k queries, 
reverse top-k queries, k-nearest neighbor queries and other 
different types of queries related to business sales activities. 
Sometimes there is a need to construct and use 
multidimensional indexing data structures for efficient 
search/access of data of very large database sizes and the 
effective execution of queries. Also sometimes different 
types of pruning techniques are required for scalability 
purpose. In general, linear function computations are 
scalable for similarity finding measurements between 
objects. 
Key words: 
Similarity between objects, similarity search computations, top-k 
queries, reverse top-k queries, and other k-nearest neighbor 
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1. Introduction 

World Wide Web (WWW) is an information super 
highway on the Internet and the web is considered as a 
front-end tool used for searching/accessing data from the 
different types of databases in the form posed queries. 
Customers have opportunities to select and purchase 
desired products through Internet voting/rating of products. 
Many websites on the Internet have provided means and 

ways for collecting opinions or ratings or preferences of 
products through Internet voting/rating. Many E-commerce 
websites allow their customers to vote or rate business 
products. Customer voting or preferences or opinions or 
ratings play an important role in promoting product 
business sales. Internet voting/rating is the latest trend of 
many business websites in product sale improvement 
operations. Many recommender machine learning based 
software systems are available in the market for product 
recommendations. 

 The Internet is a powerful tool for collecting customer 
based voting/rating/opinions/preferences for products 
(objects). Recommender software systems are based on 
new machine learning data analysis techniques used for 
customers in purchasing products based on the 
voting/rating/opinions/preferences used in the product 
ranking order. It is a well-known fact that customers’ 
voting/rating/opinions/preferences directly reflect their 
mindset, view, or sentiment, knowledge, and intelligence 
with respect to purchasing trend of objects such as 
products, services, resources, and any other useful things. 
Hence, mining through voting/rating/opinions/preferences 
is the current hot topic in intelligent machine learning 
based data mining research. Customers provide their views, 
interests, opinions, preferences, feelings, sentiments and 
other useful plans and ideas in the form of Internet 
voting/rating through the available social media websites 
such as Facebook, Twitter, Google+ and Blogs etc. 
Similarity search between data objects (products) is the 
most important and fundamental operation for smooth and 
effective data management in many modern database 
applications. Similarity search is used for finding similar 
conversations likings, and disliking in the social networks 
and social media sites (e.g., Flickr, YouTube, and 
Facebook) are a popular distribution outlet for users 
looking to share their experiences and interests on the Web 
[2]. Many web applications based on the similarity 
between objects are rapidly growing. Similarity 
measurement techniques are useful not only in the data 
management but also in the many social networks such as 
Twitter, Facebook, and Google+ etc. similarity search 
based computations are needed in speech recognition, 
research areas, weather applications, business applications 
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and many other database applications and so on. Although 
the importance of user-centric evaluations has become 
quite clear and vital, the majority of recommender system 
studies still solely report the traditional, data-centric 
evaluation results. Recommendation systems are deeply 
dependent on the user-item rating matrix, which is usually 
very sparse and the recommendation context, the users are 
represented as multidimensional vectors, where each item 
(product) represents a dimension [7]. Users often need to 
optimize the selection of objects by appropriately 
weighting the importance of multiple object attributes [8]. 
Recommender systems provide a user with the content she 
or he might be interested in, and they have become 
increasingly popular because of their successful 
applications in the E-commerce field, such as with Amazon 
and eBay and traditionally, recommender systems have 
been evaluated according to accuracy metrics in the 
Information Retrieval area [4]. Different types of similarity 
search based measuring techniques have been proposed in 
the literature for finding similarity between two objects 
(products). The objects may be database objects, 
documents, web pages, images, computer graphics objects, 
comments, data entities, conversations, words, speech, 
groups of bits, sequences, and strings and so on. The 
objects may be either logical or physical. The similarity 
between objects is used to detect abnormal behaviors 
based on the products customer buy [6]. Finding the 
similarity between objects is the most important and a 
fundamental operation ineffective and efficient database 
management. For example, search engine searches pages 
or documents that contain similar words all over the World 
Wide Web (WWW). Similarity search is needed to find 
customers having abnormal features (outliers) based on the 
products they buy. Also, similarity search based 
calculations are required to find similar conversations and 
comments between the users of the social network 
environments such as the Facebook and Twitter. The user 
views and profiles can be analyzed to recommend better 
products and services to users. Objects are represented by 
a set of attributes and each attribute will be given a specific 
value. Traditional similarity metrics are used to find the 
similarity between two objects in terms of their attribute 
values. The similarity value is quantified and the similarity 
will increase as the quantified value approaches to zero. 
Many similarity metrics have been proposed for evaluating 
the similarity between two data items, such as the 
Euclidean distance and the cosine similarity [1]. Euclidean 
distance and the cosine similarity are two of the most 
popular and useful similarity metrics that are frequently 
used for finding similarity measure quantitatively between 
two different data objects or data records or data sequences 
or data trajectories and so on. In the literature, many 
varieties of similarity metrics have been proposed for 
estimating similarity between two objects. Here objects 

may be data items or records or tables or relations or 
objects or files or diagrams or pages or images or 
documents and so on. Traditional similarity search 
computations are based solely on their attribute values but 
not on different opinions of customers on attribute values.  

Mathematically business objects or entities or products are 
represented as points and these points are defined based on 
the values of the respective attributes of the objects. Newly 
proposed object similarity-based search method takes care 
of both similarity metric computation values and 
customers’ voting/rating/preferences or opinions of users. 
For example, State Bank of India observes and analyzes 
operations, preferences, plans, interest rates and other 
additional details for taking efficient and effective 
decisions for the smooth functioning of all the operations 
of SBI. Top management of SBI must establish good rules 
and policies by creating classification or clustering of tasks, 
operations, and many other useful operations. Similarly, in 
the case of product sales, the business manager must 
execute a query for obtaining product sales details with 
respect to both customer opinions and characteristics of 
products. Product characteristics are specified by using a 
set of attributes. Konstantinos Georgoulas et al [1] 
introduced a novel framework for user-centric similarity 
search, which capitalizes on rankings of products based on 
user preferences to discover similar products. In this paper, 
authors have introduced a user-centric approach for 
similarity computation, in which the similarity of two 
products is defined by taking into account the customer 
voting/rating/preferences [1]. Similarity search is used for 
finding pages or documents with similar words over the 
World Wide Web (WWW) [2]. The similarity between 
objects is used to detect abnormal behaviors based on the 
products customer buy [3]. Similarity search is used for 
finding similar conversations likings and disliking in the 
social networks [4]. The similarity between two objects is 
performed using voting/rating/preferences and item-based 
collaborative filtering techniques may share a similar 
intuition, but in contrary to our methods, they suggest that 
customers have a taste of some products and thus rate them 
[5].  

Haydar et al [6] presented a new clustering algorithm 
based on density and mutual votes. There are many 
recommendation system technologies which can be divided 
into four categories content-based (CB), collaborative 
filtering (CF), network-based (NB), and hybrid 
recommendation (HR) [7]. With the rapid advances in 
social networks, services like Facebook, Twitter, and 
Google+ have provided us revolutionary ways in which of 
making friends. Recently several recommendation systems 
have been proposed, that is based on collaborative filtering, 
content-based filtering, and hybrid recommendation 
technique. Although the importance of user-centric 
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evaluations has become quite clear and vital, the majority 
of recommender system studies still solely report the 
traditional, data-centric evaluation results. Recommender 
systems provide a user with the content she or he might be 
interested in and they have become increasingly popular 
because of their successful applications in the E-commerce 
field, such as with Amazon and eBay. Reverse nearest 
neighbor aggregates are of natural interest in decision 
support systems for applications that compute proximity, 
based on geographical distance or vector-space similarity, 
between “servers” and “clients” [9]. Given a set of data 
points P and a query point q in a multidimensional space, 
RNN query finds every data point in P with q as its nearest 
neighbor (NN) [10]. Item-based collaborative filtering 
techniques may share a similar intuition, but in contrary to 
our methods, they suggest that customers have a taste of 
some products and thus rate them [11]. Recently several 
recommendation systems have been proposed, that is based 
on collaborative filtering, content-based filtering, and 
hybrid recommendation technique. Web mining plays very 
important role for finding the frequent data pattern from 
Internet, data set, data mart etc and World Wide Web has 
become a powerful platform to store and retrieve 
information as well as mine useful knowledge and use that 
knowledge to predict the interest of people. Web 
recommendation systems help the website visitors for easy 
navigation of web pages, quickly reaching their destination 
and to obtain relevant information [12]. The user’s data 
files can be constructed by using responses to questions, 
item ratings, or the user’s navigation information to infer 
the user’s preferences and interests. Collaborative filtering 
system collects all information about user’s interest on the 
website from the web servers/database and calculates the 
similarity among the user’s interest [12]. Similarity search 
is used for finding pages or documents with similar words 
over the World Wide Web (WWW) [13]. Efficient 
processing of NN queries requires spatial data structures 
which capitalize on the proximity of the objects to focus 
the search of potential neighbors only [14]. Recommender 
systems apply knowledge discovery techniques to the 
problem of making customized recommendations for 
information, products or services throughtout a live 
interaction [15]. Reverse Nearest Neighbor (RNN) queries 
are of particular interest in a wide range of applications 
such as decision support systems, problem based 
marketing, data streaming, document databases, and 
bioinformatics [16]. The goal of the Reverse the Nearest 
Neighbor (RNN) problem is to end all points in a given 
data set whose nearest neighbor is a given query point [16]. 
The goal of such recommender systems is to assist its users 
in finding their preferred items from the large set of items 
[17]. There are many recommendation system technologies 
which can be divided into four categories content-based 
(CB), collaborative filtering (CF), network-based (NB), 

and hybrid recommendation (HR) [18]. Top-k queries 
retrieve only the k objects that best match the user 
preference, thus avoiding huge and overwhelming result 
sets and therefore it is very important for a manufacturer 
that its products are returned in the highest ranked 
positions for as many different user preferences as possible 
[19]. With the rapid advances in social networks, services 
such as Facebook, Twitter, and Google+ have provided us 
revolutionary ways of making friends [20]. First, it is 
necessary to understand customer interests and preferences 
and then provide suitable products or services at an 
adequate time [21]. Through customers’ purchasing 
histories, the product relevance, such as brand, material, 
size, color, appearance, price, quality, etc., can be studied 
to understand customers’ preferences toward particular 
product features [21]. 

2. Related Work 

Achtert Elke, et al. [1] proposed an index structure called 
RNN-Tree for reverse 1-nearest neighbor search and also 
proposed the RdNN-Tree that extends the RNN-Tree by 
combining the two index structures (NN-Tree and RNN-
Tree) into one common index. Fagin Ronald [3] gives an 
overview of some recent algorithms on aggregating 
information from various sources, in order to obtain the 
overall top k objects. Haydar Charif et al. [7] proposed a 
density-based clustering algorithm called mutual vote 
(MV) that uses a statistical model to adapt itself to each 
vector’s perception of its neighborhood, and aggregate the 
perception of neighboring vectors and also they have 
presented a new clustering algorithm based on density and 
mutual votes. Konstantinos Georgoulas et al. [5] 
introduced a novel framework for user-centric similarity 
search, which capitalizes on rankings of products based on 
user preferences to discover similar products and paper 
authors have introduced a user-centric approach for 
similarity computation, in which the similarity of two 
products is defined by taking into account the customer 
voting/rating/preferences [5]. Hristidis Vagelis et al. [8] 
have implemented the algorithms in a prototype system 
called PREFER, which operates on top of a commercial 
database management system. Olfa Nasraoui et al. [11] 
proposed Fuzzy approximation reasoning method on 
intelligent web recommendation system. They have 
extracted the user profile using used web usage. Akrivi 
Vlachou et al. [19] proposed to reverse top-k queries and 
study two different versions: monochromatic and 
bichromatic reverse top-k queries. 
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3. Problem Definition 

Traditional similarity measuring methods used for finding 
similarity between two objects are completely based on the 
values of attributes of tuples but not on the 
voting/rating/preferences of values of attributes of objects. 
Since a higher percentage of product or service selections 
and voting for policies or people are taking place on the 
World Wide Web (WWW) using social networks and E-
commerce websites, it is needed to cope with such data 
trends and usage in terms of understanding such big data 
and use the analysis from that data for decision-making. 
Traditional recommendation systems need to be 
empowered with modern techniques of machine learning. 
Similarity among products or people or contents is usually 
measured using some similarity finding techniques such as 
Euclidean distance, cosine similarity, city block distance 
and so on. The results produced by these traditional 
similarity methods may not be accurate and even these 
results are not applicable or incapable to use in many real-
time applications, where the data size is large and the data 
organization is sparse. To deal with limitations the present 
work proposes a new product clustering algorithm based 
on Jaccard coefficient similarity measure that uses not only 
values of attributes but also voting/rating/preferences of 
attributes given by the customers 

.4. Methodology 

A set of products are denoted by the set P and each product 
is represented by a set of d attributes where d is the 
dimensionality of the products set. Customer set is denoted 
by C and customer opinions are also represented as another 
set. Customer preferences or opinions are represented for 
all the products and by a single customer in one single 
table. Hence, ‘n’ number tables are needed to represent all 
voting/rating/preferences or opinions of all ‘n’ number of 
customers. Each table stores preferences of all products. In 
general; similarity of products is computed based on the 
values of the attributes of the products and customer 
voting/rating/preferences or opinions. Many of the existing 
clustering algorithms are based on only attribute values. 
The present method considers values of attributes as well 
as user voting/rating/preferences. A linear weighted score 
function is used to find similarity between products and 
then products are clustered based on these computed 
similarity values. Sometimes it may be necessary to cluster 
customers based on the computed linear mathematical 
score function values. The linear score function may be 
either maximization or minimization depending on the 
criteria of the values of the attributes of the products. 
Weighted values are computed for each product separately. 
Many preference values are specified for each product by 

many customers. Each product has a separate 
voting/rating/preferences or opinion list of values by a 
separate customer. The present paper proposes a method 
for product clustering based on the customer 
voting/rating/preferences or opinions. The Linear score 
function is the best function for computing weighted scores 
of products. 

Linear weighted function (LWF) = f(P) 

 
Where Pi is the ith attribute of the product P. 
Recommendation systems that try to suggest items (e.g., 
music, movies, and books) to users have become more and 
more popular in recent years [8]. 
 

5. Queries 

Top-k Query: 
A top-k query is executed based on the result of a linear 
function score value. A top-k query is defined by assigning 
a suitable voting/rating/performance weight for each value 
of each attribute of the tuple. With respect to one tuple, 
values of all attributes are assigned with normalized 
voting/rating/performance weight values with respect to 
customer voting/rating/preference weight values. A Linear 
scoring function is used to compute weighted sums of 
products of values of attributes and their 
voting/rating/performance weight values. The top-k query 
produces a result of a ranked list of the k number of 
products with best scores. The voting/rating/preference 
weight values of the products directly influence ranking 
order of top-k query result. In general, large product data 
set is indexed by a multidimensional indexing tree called 
R-tree and the top-k query is usually processed by using a 
state-of-the-art branch-and-bound algorithm. 

Reverse Top-k Query: 
A reverse top-k query is defined for a given or selected 
product, p, in such a way that it returns preferred weights 
for which product p is in the top-k result set. The 
performance of the reverse top-k query depends mainly on 
the number of evaluated top-k queries. The threshold 
pruning based reverse top-k query significantly reduces the 
number of top-k query executions. Present work uses a 
reverse top-k query for clustering products. 
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6. Algorithm 

Newly proposed product clustering algorithm uses Jaccard 
coefficient similarity measure for clustering products 
1. Read product data set of ‘n’ tuples into the suitable data 
structure. 
2. Read voting/rating/preferences details of ‘m’ number of 
customers for all the products   
3. Compute top-k query results for all the products for all 
the ‘m’ number of customer voting/rating/preferences 
4. Compute reverse top-k queries for all the products 
obtained in the step-4. 
5. s = get Reverse Set Products Count. 
6. threshold = get Threshold Value 
7.  minimumCount = s * threshold 
8. While(s > minimumCount) do 
   { 
9.  StartCluster = first cluster of the present list of products  
10. For cluster i = 2 to last in the current list compute 
similarity measure, Sim(startCluster, i) and store 
 
11. Combine all the groups whose similarity measure value 
> than the specified threshold value into one cluster. 
 
12. presentCount = number of groups combined in the  
      step12. 
13. s = s - presentCount 
   } 
Algorithm Explanation 
Example product data set with cardinally value ‘n’ is 
stored efficiently in the memory. Each customer specifies 
voting/rating/performance details of products. Traditional 
similarity finding methods use only values of attributes for 
finding similarity measures between products (objects). 
The present method uses both values of attributes and their 
respective voting/rating/performance details for computing 
similarity between two products. A linear scoring function 
is used for finding similarity measure between two 
products. This linear function uses both values of attributes 
and the corresponding voting/rating/performance values. A 
Top–k query returns a top-k number of the best products 
based on the linear function score values. Reverse top–k 
query returns all customers who have included top-k 
products in their favorite lists. Assume that the value of the 
variable, s, be the total number of products included in the 
voting/rating/performance lists of customers. The control 
structure while loop executes repeatedly and in each 
iteration, it groups products into clusters. The variable 
present count represents a total number of products 
clustered in the current iteration. At the end of a current 
iteration, a total number of products to be clustered are 
updated. Note that while loop is repeated until s &gt; the 
value of minimum count. 

7. Example on Sample Data Set 

For simplicity usage and easy explanation purpose a 
synthetic product data set with twelve product details 
shown in TABLE-1 is considered. Again for simplicity 
purpose only three attributes are taken. One simple and 
easy way for getting values of price and maintenance 
attributes is to generate numeric values using 
randomization process in the case of synthetic data sets. 
Also a set of details of voting/rating/performances of ten 
customers for the selected set products are shown in the 
TABLE-2. In reality the sizes of products and customers 
may be very large. 

Table 1: Products 
Product Price Maintenance 

P1 60 30 
P2 90 70 
P3 50 60 
P4 35 45 
P5 61 29 
P6 89 71 
P7 62 28 
P8 91 69 
P9 49 61 

P10 60 29 
P11 34 46 
P12 36 44 

Table 2: Customer Preferences 

Customer Price 
Preference 

Maintenance 
Preference 

C1 0.25 0.75 
C2 0.60 0.40 
C3 0.50 0.50 
C4 0.80 0.20 
C5 0.40 0.60 
C6 0.50 0.50 
C7 0.60 0.40 
C8 0.40 0.60 
C9 0.20 0.80 

C10 0.30 0.70 

Table 3: Customer-1 Preference list of top-5 Products 
= {P1 P5    P7     P10 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.25 + 30*0.75 = 15.0+22.5 37.50 
P2 90*0.25 + 70*0.75 = 22.5+52.5 75.00 
P3 50*0.25 + 60*0.75 = 12.5+45.0 57.50 
P4 35*0.25 + 45*0.75= 8.75+33.75 42.50 
P5 61*0.25+29*0.75=15.25+21.75 37.00 
P6 89*0.25+ 71*0.75=22.25+53.25 75.50 
P7 62*0.25 + 28*0.75 = 15.5+21.0 36.50 
P8 91*0.25+ 69*0.75=22.75+51.75 74.50 
P9 49*0.25+ 61*0.75=12.25+45.75 58.00 

P10 60*0.25 + 29*0.75=15.0+21.75 36.75 
P11 34*0.25 + 46*0.75 = 8.5+34.5 43.00 
P12 36*0.25 + 44*0.75= 9.0 + 33.0 42.00 
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Table 4: Customer-2 Preference list of top-5 Products 
= {P1 P4    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.60 + 30*0.40 = 36.0+12.0 48.00 
P2 90*0.60 + 70*0.40 = 54.0+28.0 82.00 
P3 50*0.60 + 60*0.40 = 30.0+24.0 54.00 
P4 35*0.60 + 45*0.40= 21.0+18.00 39.00 
P5 61*0.60+29*0.40=36.60+11.60 48.20 
P6 89*0.60+ 71*0.40=53.40+28.40 81.80 
P7 62*0.60+28*0.40=37.20+11.20 48.40 
P8 91*0.60+ 69*0.40=54.60+27.60 82.20 
P9 49*0.60+ 61*0.40=29.4+24.4 53.80 

P10 60*0.60 + 29*0.40=36.0+11.6 47.60 
P11 34*0.60 + 46*0.40 = 20.4+18.4 38.80 
P12 36*0.60 + 44*0.40= 21.6 + 17.6 39.20 

Table 5: Customer-3 Preference list of top-5 Products 
= {P4 P7    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.50 + 30*0.50 = 30.0+15.0 45.00 
P2 90*0.50 + 70*0.50 = 45.0+35.0 80.00 
P3 50*0.50 + 60*0.50 = 25.0+30.0 55.00 
P4 35*0.50+45*0.50= 17.50+22.50 40.00 
P5 61*0.50+29*0.50=30.50+14.50 45.00 
P6 89*0.50+ 71*0.50=44.50+35.50 80.00 
P7 62*0.50 + 28*0.50 = 31.0+14.0 45.00 
P8 91*0.50+ 69*0.50=45.50+34.50 80.00 
P9 49*0.50+ 61*0.50=24.50+30.50 55.00 

P10 60*0.50 + 29*0.50=30.0+14.50 44.50 
P11 34*0.50 + 46*0.50 = 17.0+23.0 40.00 
P12 36*0.50 + 44*0.50= 18.0 + 22.0 40.00 

Table6: Customer-4 Preference list of top-5 Products 
= {P3 P4    P9     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.80 + 30*0.20 = 48.0+6.0 54.00 
P2 90*0.80 + 70*0.20 = 72.0+14.0 86.00 
P3 50*0.80 + 60*0.20 = 40.0+12.0 52.00 
P4 35*0.80+45*0.20= 28.0+9.00 37.00 
P5 61*0.80+29*0.20=48.80+5.80 54.60 
P6 89*0.80+ 71*0.20=71.20+14.20 85.40 
P7 62*0.80 +28*0.20= 49.60+5.60 55.20 
P8 91*0.80+ 69*0.20=72.80+13.80 86.60 
P9 49*0.80+ 61*0.20=39.20+12.20 51.40 

P10 60*0.80+ 29*0.20=48.0+5.40 53.40 
P11 34*0.80+46*0.20= 27.20+9.20 36.40 
P12 36*0.80+44*0.20= 28.80 + 8.80 37.60 

Table 7: Customer-5 Preference list of top-5 Products 
= {P4 P7    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.40 + 30*0.60 = 24.0+18.0 42.00 
P2 90*0.40 + 70*0.60 = 36.0+42.0 78.00 
P3 50*0.40 + 60*0.60 = 20.0+36.0 56.00 
P4 35*0.40+45*0.60= 14.4+27.0 41.00 
P5 61*0.40+29*0.60=24.4 +17.40 41.80 
P6 89*0.40+ 71*0.60=35.60+42.60 78.20 
P7 62*0.40 +28*0.60= 24.8+16.8 41.60 
P8 91*0.40+ 69*0.60=36.4+41.4 77.80 
P9 49*0.40+ 61*0.60=19.6+36.6 56.20 

P10 60*0.40+ 29*0.60=24.0+17.4 41.40 
P11 34*0.40+46*0.60= 13.6+27.6 41.20 
P12 36*0.40+44*0.60= 14.40 + 26.4 40.80 

Table 8: Customer-6 Preference list of top-5 Products 
= {P4 P7    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.50 + 30*0.50 = 30.0+15.0 45.00 
P2 90*0.50 + 70*0.50 = 45.0+35.0 80.00 
P3 50*0.50 + 60*0.50 = 25.0+30.0 55.00 
P4 35*0.50+45*0.50= 17.50+22.50 40.00 
P5 61*0.50+29*0.50=30.50+14.50 45.00 
P6 89*0.50+ 71*0.50=44.50+35.50 80.00 
P7 62*0.50 + 28*0.50 = 31.0+14.0 45.00 
P8 91*0.50+ 69*0.50=45.50+34.50 80.00 
P9 49*0.50+ 61*0.50=24.50+30.50 55.00 

P10 60*0.50 + 29*0.50=30.0+14.50 44.50 
P11 34*0.50 + 46*0.50 = 17.0+23.0 40.00 
P12 36*0.50 + 44*0.50= 18.0 + 22.0 40.00 

Table 9: Customer-7 Preference list of top-5 Products 
= {P1 P4    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.60 + 30*0.40 = 36.0+12.0 48.00 
P2 90*0.60 + 70*0.40 = 54.0+28.0 82.00 
P3 50*0.60 + 60*0.40 = 30.0+24.0 54.00 
P4 35*0.60 + 45*0.40= 21.0+18.00 39.00 
P5 61*0.60+29*0.40=36.60+11.60 48.20 
P6 89*0.60+ 71*0.40=53.40+28.40 81.80 
P7 62*0.60+28*0.40=37.20+11.20 48.40 
P8 91*0.60+ 69*0.40=54.60+27.60 82.20 
P9 49*0.60+ 61*0.40=29.4+24.4 53.80 

P10 60*0.60 + 29*0.40=36.0+11.6 47.60 
P11 34*0.60 + 46*0.40 = 20.4+18.4 38.80 
P12 36*0.60 + 44*0.40= 21.6 + 17.6 39.20 

Table 10: Customer-8 Preference list of top-5 Products 
= {P4 P7    P10     P11 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.40 + 30*0.60 = 24.0+18.0 42.00 
P2 90*0.40 + 70*0.60 = 36.0+42.0 78.00 
P3 50*0.40 + 60*0.60 = 20.0+36.0 56.00 
P4 35*0.40+45*0.60= 14.4+27.0 41.00 
P5 61*0.40+29*0.60=24.4 +17.40 41.80 
P6 89*0.40+ 71*0.60=35.60+42.60 78.20 
P7 62*0.40 +28*0.60= 24.8+16.8 41.60 
P8 91*0.40+ 69*0.60=36.4+41.4 77.80 
P9 49*0.40+ 61*0.60=19.6+36.6 56.20 

P10 60*0.40+ 29*0.60=24.0+17.4 41.40 
P11 34*0.40+46*0.60= 13.6+27.6 41.20 
P12 36*0.40+44*0.60= 14.40 + 26.4 40.80 

Table 11: Customer-9 Preference list of top-5 Products 
= {P1 P5    P7     P10 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.20 + 30*0.80 = 12.0+24.0 36.00 
P2 90*0.20 + 70*0.80 = 18.0+56.0 74.00 
P3 50*0.20 + 60*0.80 = 10.0+48.0 58.00 
P4 35*0.20+45*0.80= 7.0+36.0 43.00 
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P5 61*0.20+29*0.80=12.20 +23.20 35.40 
P6 89*0.20+ 71*0.80=17.80+56.80 74.20 
P7 62*0.20+28*0.80= 12.40+22.40 34.80 
P8 91*0.20+ 69*0.80=18.20+55.20 73.40 
P9 49*0.20+ 61*0.80=9.80+48.80 58.60 

P10 60*0.20+ 29*0.80=12.0+23.20 35.20 
P11 34*0.20+46*0.80= 6.8+36.8 43.60 
P12 36*0.20+44*0.80= 7.2 + 35.2 42.40 

Table 12: Customer-10 Preference list of top-5 Products 
= {P1 P5    P7     P10 P12} 

Product Price Preference + Maintenance 
Preference scores 

Total 
Score 

P1 60*0.30 + 30*0.70 = 18.0+21.0 39.00 
P2 90*0.30 + 70*0.70 = 27.0+49.0 76.00 
P3 50*0.30 + 60*0.70 = 15.0+42.0 57.00 
P4 35*0.30+45*0.70= 10.50+31.50 42.00 
P5 61*0.30+29*0.70=18.30 +20.30 38.60 
P6 89*0.30+ 71*0.70=26.70+49.70 76.40 
P7 62*0.30+28*0.70= 18.60+19.60 38.20 
P8 91*0.30+ 69*0.70=27.30+48.30 75.60 
P9 49*0.30+ 61*0.70=14.70+42.7 57.40 

P10 60*0.30+ 29*0.70=18.0+20.30 38.30 
P11 34*0.30+46*0.70= 10.20+32.20 42.40 
P12 36*0.30+44*0.70= 10.80 + 30.8 41.60 

8. Algorithm Description 

Algorithm executes in iterative manner. In the first 
iterations all the products are compared and then all the 
products that satisfy threshold value are grouped into one 
cluster. In the second iteration remaining un-grouped 
products are compared and all the products that satisfy 
threshold value are grouped. The process continues until a 
group of clusters are formed. The algorithm terminates 
when the remaining un-clustered tuples number falls a 
specified count. 

Table 13: clusters of products using customer opinions 
Customer Top-5 products 

C1 P1       P5       P7         P10       P12 
C2 P1       P4       P10       P11       P12 
C3 P1       P4       P10       P11       P12 
C4 P3       P4       P9         P11       P12 
C5 P4       P7       P10       P11       P12 
C6 P1       P4       P10       P11       P12 
C7 P1       P4       P10       P11       P12 
C8 P4       P7       P10       P11       P12 
C9 P1       P5       P7         P10       P12 

C10 P1       P5       P7         P10       P12 

Table 14: clusters of customers with respect to products 
Product Favorite list of Customers 

P1 C1    C2     C3     C6     C7     C9     C10 
P2 ------------   NIL   ---------- 
P3 C4 
P4 C2    C3    C4    C5    C6    C7    C8 
P5 C1     C9     10 
P6 ------------   NIL   ---------- 

P7 C1     C5     C8     C9     C10 
P8 ------------   NIL   ---------- 
P9 C4 

P10 C1   C2   C3   C5   C6   C7   C8   C9   C10 
P11 C2     C3     C4     C5     C6     C7     C8 
P12 C1  C2  C3  C4  C5   C6   C7   C8  C9  C10 

 
First top-k best products are determined from the product 
set with respect to customer voting/rating/preferences and 
then using reverse top-k method, favorite product lists of 
customers are determined. After determining favorite lists 
Jaccard coefficient similarity measure is used for clustering 
products. Jaccard coefficient computation details are 
explained by taking hypothetical data set of products. 

 

 

 

 

 

 

 

 
Assumed threshold value is 0.5. Products P1, P10, and P12 
are clustered in the first iteration. Total number of 
similarity comparisons = 8. 

Table 15: Customer grouping with respect to products 
Product Favorite list of Customers 

P3 C4 

P4 C2   C3   C4   C5   C6   C7   C8 

P5 C1    C9    10 

P7 C1     C5     C8     C9     C10 

P9 C4 

P11 C2    C3    C4    C5    C6    C7    C8 

 

 

 

 

 

 
 
Assumed threshold value is 0.5. Products P3, and P9 are 
clustered in the second iteration. Total number of 
similarity comparisons = 5 
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Table 16: Customer grouping with respect to products 
Product Favorite list of Customers 

P4 C2   C3   C4   C5   C6   C7   C8 
P5 C1    C9    10 
P7 C1     C5     C8     C9     C10 

P11 C2    C3    C4    C5    C6    C7    C8 
 

 

 

 
Assumed threshold value is 0.5. Products P4, and P11 are 
clustered in the third iteration. Total number of similarity 
comparisons = 3 

Table 17: Customer grouping with respect to products 
Product Favorite list of Customers 

P5 C1    C9    10 
P7 C1     C5     C8     C9     C10 

 
Assumed threshold value is 0.5. Products P5, and P7 are 
clustered in the fourth iteration. Total number of similarity 
comparisons = 1 

9. Results 

When normal simple Euclidian distance measure is used 
clustered products are shown in TABLE 

Table 18: Final Euclidian Clusters 
Cluster No Clustered Products 

1 P1     P5     P7     P10 
2 P2     P6     P8 
3 P3     P9 
4 P4     P11    P12 

With preference based proposed similarity measure, all the 
given products are clustered and final clusters are shown in 
Table-19 

Table 19: Final preference similarity based clusters 
Cluster No Clustered Products 

1 P1     P10     P12 
2 P3     P9 
3 P4     P11 
4 P5     P7 

*5 P2     P6     P8 
In the above table cluster no 5*, is created based on the 
lowest preferences given or no preferences not yet given 
by the users. The formation of this cluster needs no more 
computation. The new approach creates this cluster by 
eliminating least preference products or new products. 

Table20: Comparisons for Euclidian distance based clustering 
Iteration No Number of comparisons 

1 11 
2 7 
3 4 
4 2 

Table 21: Comparisons for voting based clustering 

Iteration No Number of 
comparisons 

1 8 
2 5 
3 2 
4 1 

The comparative Table 22 
Iteration No Euclidian voting 

1 11 8 
2 7 5 
3 4 2 
4 2 1 

 

 

Fig. 1 Comparison between Euclidian and voting methods 

 
From the above tables and figures, it is observed that the 
number of comparisons in each iteration of clustering is 
significantly reduced in the proposed method compared to 
the existing Euclidean distance based clustering. The 
reason behind this is the inclusion of user preferences in 
the computations of the proposed clustering procedure. So, 
it can be concluded that the rating specific computations 
saves the execution time and provides the richer clusters 
for product or voting recommendations. 

10. Conclusion 

Nowadays World Wide Web (WWW) is becoming 
popular as a front-end system to almost all relational 
database management systems. This facility creates new 
opportunities with extended more advanced query 
capabilities and results. Present study explains a new way 
of executing queries with customer 
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voting/rating/preferences. The concept known as customer 
voting/rating/preferences based on the usage of queries is 
growing rapidly in many real-time applications. Product 
voting/rating/preferences based technique must be 
modified and enhanced with other database operations. 
There is a scope for optimization of 
voting/rating/preferences based query executions. All these 
database operations can be extended to fuzzy operations 
also. Even there is a possibility to define and use 
probability density function (pdf) for effective 
management of voting/rating/preferences weighted values 
of attributes. Products are clustered based on the similarity 
of their features. The present study proposes a new method 
for product clustering. The new method computes 
weighted values in terms of values of attributes of products 
and their corresponding opinion values specified by 
customers for each product separately. Sum of weighted 
values, values of attributes of products multiplied by 
opinion values, are computed by using a linear weighted 
function. Based on the weighted sums products are 
clustered. This new framework is more general and it 
produces reasonably more accurate results for clustering as 
well as classification of products. In future, there is a 
possibility to enhance the linear function by augmenting 
other features such as error corrections and modifications 
and so on. 
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