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Abstract 
Due to the advancement of cloud computing, mobile 
technologies are growing at a very high pace since cloud 
platforms provide their own resources to meet the needs of 
mobile users. However, the combination of cloud computing and 
mobile computing is created not only to consume remote services, 
extend the capabilities of mobile devices or profit from all the 
massive advantages of the cloud computing, but also to enable 
mobile users to exploit context information provided by their 
smartphones. Hence, context-aware systems offer entirely new 
opportunities for mobile cloud applications by means of 
collecting mobile users’ context data and adopting cloud services’ 
behaviors accordingly. In the previous paper [1], we introduced 
the detailed architecture for a middleware system, which can 
define a new interaction between a mobile client and different 
cloud providers. The current paper is an extension of the earlier 
one describing an improved version of the proposed middleware, 
which exploits available cloud resources as well as mobile users’ 
locations to better finding effective mechanisms to consume the 
right and light cloud services. We conduct experiments using 
cloudAnalyst to prove the feasibility of our proposed architecture. 
Keywords: 
Mobile cloud computing; middleware; cloud computing; mobile 
computing; context-awareness. 

1. Introduction  

Nowadays, smartphones have a significant impact on 
humanity’s daily life ever since they have incorporated a 
variety of categories such as healthcare and social 
networks’ applications. In fact, these small gadgets present 
several advantages, amongst which we emphasize the ease 
of altering from one network to another and the robustness 
of applications as they can get quick results to mobile 
clients. Due to these benefits, mobile devices have become 
the primary computing interface in the world of IT and 
commerce.  

Currently, more and more applications have already been 
migrating from traditional personal computers to smart 
phones. One of the impacts of mobile devices is BYOD 
concept “Bring Your Own Device”, which aims to attract 
industries to investigate in mobile computing in order to 
reduce the desktop execution power. Consequently, the 
employers can use their personal devices as elements of 

work, and become more productive by means of easy 
deployment procedures, which can be performed with low 
cost regardless of the time and location. However, the first 
screen in the world being able to capture contextual data is 
still resource constrained with limited computation power, 
memory, storage, and energy. Accordingly, these 
challenges have slowed down the growth of mobile 
computing that has become a force to be reckoned today.  

Enhancing the growth of the service quality of mobile 
devices requires considering external resources. One of 
such is cloud computing, which provides various services 
for hosting the mobile applications’ delivery and extending 
their capabilities in storage, computing as well as energy. 
Besides, due to the simplicity, flexibility, availability, and 
advancement of cloud computing as being one of the most 
important technology in this decade, different kinds of 
clients (i.e. mobile devices) are aiming to make use of the 
cloud so as to meet their every day’s needs. Therefore, the 
recent emergence of cloud computing and mobile 
computing is described as multiple services of cloud 
computing that are available in mobile environment.  

The study in [2] shows that mobile cloud traffic will grow 
11-fold from 2014 to 2019, a CAGR (Compound Annual 
Growth Rate) of 60 percent (figure 1). As a result, the 
development of mobile cloud applications has recently 
received significant attention in academic researches and 
motivated industries to conduct in-depth mobile cloud 
computing investigations. However, mobile cloud clients 
cannot be compared to the traditional cloud clients as the 
consumption of cloud services is affected by the users’ 
mobility and bandwidth stability. Accordingly,  mobile 
cloud computing is extending cloud computing to enable 
mobile users not only to access rich and remote services 
but also to enable them to benefit from context information 
offered by their smartphones. This latter has received more 
attention in recent years since mobile devices and 
computers are equipped with more accurate sensing 
capabilities than before. As a result, the impact of 
integrating mobile devices’ context in mobile cloud 
computing is needed to create new categories of cloud 
services. For example, m-healthcare is the most emerging 



IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.9, September 2017 128 

mobile applications, where mobile devices can sense the 
activities of mobile clients and the surroundings. The 
sensed data is collected and analyzed by remote cloud 
servers to estimate the health conditions and evaluate the 
environment of mobile clients. Put differently, providing 
context information allows more providers to incorporate 
context-aware capabilities in their cloud services.  
Moreover, given that many services are available with the 
same functionality in various locations, mobile cloud 
applications can actually consume nearby or distant cloud 
services from multiple cloud sources such as mobile 
cloudlet [3] and datacenters. Finally, after acquiring clients’ 
context information, the ultimate goal for each cloud 
source is to offer the best service regarding user's 
requirements.  

 

Fig.1 Cloud Applications Will Account for 90 Percent of Mobile Data 
Traffic by 2019[2] 

Actually, satisfying the mobile clients is challenging due 
to the mobility nature of devices. Mobile devices move 
through different geographical locations with diverse or 
seamless connectivity network. Yet, the cloud services can 
be affected by long latency. In addition, each cloud 
resource is mainly responsible for users nearby. However, 
the users and cloud resources (i.e. mobile cloudlets) may 
change their locations and become disconnected from each 
other, which may result in cloud service unavailability. 
Another case presented by the study in [4] that describes 
how the triple contexts (country, industry and firm) affect 
customers’ views of corporate brands. Besides, it 
compares between global and local services (Google as a 
global brand and Baidu as a dominant Chinese brand). 
Another example of local services is Yandex offering 
several services and performs very well in Russia than 
Google. Still, its performance is very poor outside Russia 
because it is built to understand local culture and Russian 
netizens [5].Yet, a cloud resource can satisfy mobile users 

in a certain moment. Lastly, in order to create ubiquitous 
mobile cloud service, it is necessary to consider the 
location of mobile users.  

The above mentioned problems generate the following 
challenges regarding users’ geographic information:  

• How to integrate location based information in 
mobile cloud computing?  

• From available and similar functionalities based 
cloud services, how can mobile users select their 
proper services according to their preference cost 
and geographic information?  

• Considering users’ behaviors, how to evaluate and 
exploit users’ services access history to select the 
best cloud resource that gives the most accurate 
results? 

In the previous paper [1], we introduced the detailed 
architecture for a middleware system, which can control 
the communication between mobile clients and different 
cloud providers. The current paper is an extension of the 
first one; it describes an improved version of the presented 
middleware, which focuses on the user's presence, his 
location and environmental information. The goal of this 
paper is to allow mobile clients to overcome their 
limitations by providing effective ways in order to select a 
cloud service. For example, requests’ dynamic adaptation 
according to available cloud services and devices’ context 
information, especially their locations, offers more 
accurate information to better choose the suitable service. 
Taking the advantages of existing cloud resources and 
users’ location, the middleware will reduce execution time 
of mobile applications and battery consumption by 
selecting an optimal cloud service from the most adequate 
and the nearest cloud resource. Further, it aims to optimize 
results before delivery to mobile clients. 

The remainder of the paper is structured as follows. In 
section II, we present some important related works. the 
motivation of research is presented in the section III. Next, 
section IV describes the improved version of our 
middleware architecture with the description of the 
interaction between its modules. In section V, we conduct 
experiments to evaluate the performance of our proposed 
middleware. Section VI concludes the paper and some 
possible future works. 

2. RELATED WORK 

Mobile cloud computing is born to bring new kinds of 
services to mobile users and utilize cloud computing to 
deliver ubiquitous mobile service access. In [6], the 
authors clearly present the applicability of mobile cloud 
computing to a wide range of mobile services. 
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Additionally, they describe how mobile cloud is increasing 
in different fields of our daily life; for example, m-
healthcare which facilitates efficient patient treatment for 
medical consultation.  

Some of the typical mobile cloud applications are 
discussed in [7] to prove the lack of mobile specific 
infrastructure as compared to the existing cloud 
technologies. Basically, the authors present the cloud 
computing technology as a new external source for mobile 
device to overcome the smartphones constraints. However, 
the traditional smartphone application models do not 
support the development of applications that can 
incorporate cloud computing features and demands 
specialized mobile cloud application models. Hence, the 
survey focuses on identifying the parameters that affect 
mobile cloud application models. In addition, it compares 
the application models along with their critical outstanding 
issues. Finally, it suggests future research challenges and 
opportunities. So, mobile cloud applications represent one 
of the newest developments in cloud computing 
advancement. However, these kinds of applications 
necessitate employing a middleware, which can enhance 
the integration of the cloud computing into the mobile 
environment. Thus, the use of middleware has attracted 
many researchers in the recent few years. 

As previously mentioned, mobile cloud technologies are 
evolving to overcome the computing, storage, and power 
limitations of mobile devices. The framework, which is 
proposed in [8], takes advantage of cloud computing to 
overcome the limited resources of mobile environments. 
Moreover, it aims to augment the capabilities of mobile 
devices in order to become reliable service providers.  The 
middleware in [9] also aims to boost the mobile device 
real-time communication capabilities to mobile nodes. 

As for [10], the authors propose a middleware that allows 
developers to easily construct applications for mobile 
cloud environments. This integrated middleware platform 
supporting transparent distributed deployment and scaling 
among multi-users’ applications and cloud infrastructures. 

Another approach to overcome the limitation of mobile 
devices’ storage is cited in [11], where a light- weighted 
storage middleware, namely user-oriented Mobile File 
System (uMFS), is implemented to improve the 
performance of massive-data storage service for mobile 
end-users. 

The main objective of [12] is to describe how smart 
mobile devices have changed users’ preferences for 
computing, and replaced a number of portable computing 
and communication devices as all-in-one device. In fact, 
the authors explain the different techniques to augment 
smart mobile devices resources based on resources 
available within the cloud. Likewise, they discuss the 

issues in current DAPFs (Distributed Application 
Processing Frameworks) and challenges to optimal 
distributed application frameworks for mobile cloud 
computing. One of the important perspectives of cloud 
based application processing is homogenous and optimal 
distributed platforms. This challenge aims to provide 
homogenous solution for heterogeneous devices, operating 
platforms and network technologies with minimum 
possible resources utilization on the smart mobile devices. 

A very interesting research has been conducted in [13], 
where the authors present a novel standard bridge between 
the mobile terminals and the cloud. Unlike to traditional 
cloud computing, that has been made to provide adaptively 
to different mobile devices, the architecture introduces a 
novel cloud terminal adaptation platform based on mobile 
web-middleware, which acts as a standard interface for the 
mobile middleware and the cloud. 

Similarly, MiLAMob [14] is another middleware-layer for 
authenticating which allows mobile consumers to access 
Amazon S3. This later is a simple cloud storage services 
that uses Web Services interfaces based on REST and 
SOAP to store data. This middleware aims to simplify the 
authentication process in real time and with minimal 
HTTP traffic. Furthermore, MiLAMob employs the OAuth 
2.0 technique through the social networking sites (i.e. 
Twitter, Facebook, Google+) to identify the end-user and 
use security tokens to handle the tedious authentication 
process that mobile browser-based apps encounter when 
consuming Amazon S3 data.  

In typical augmentation approach namely resource-
oriented mobile cloud (RMCC) [15], the adjacent service-
based mobile cloudlets host prefabricated Restful services 
to be asynchronously called by mobile service consumers 
at runtime. The Restful mobile cloud computing 
framework is the first Restful service-oriented solution that 
offers platform-independent RiMA (resource-intensive 
mobile applications) execution in mobile cloud computing 
with time-energy saving.  

 In [16], the authors present MCM (Mobile Cloud 
Middleware) as an intermediary between the mobile 
device and the cloud in order to address the issues of 
interoperability across multiple clouds as well as 
transparent and asynchronous delegations of mobile tasks 
to cloud resources. Moreover, MCM can previously 
develop a customer service based on its composition, 
which reduces the number of offloading time needed in a 
mobile cloud application. However, MCC cannot provide 
a dynamic service provisioning according to mobile 
application needs. 

A very interesting research has been presented in [17], 
where the authors present a monitoring middleware for 
cloud services. The suggested design aims to monitor the 
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SLA compliance and provide a report containing SLA 
violations. As a result, the cloud providers can make 
decisions regarding how to improve the quality of cloud 
services in order to satisfy their customers. However, the 
authors did not apply the monitoring middleware on 
different cloud platforms; consequently, they did not 
analyze the interplay of service quality parameters and 
SLA requirements across multiple models like IaaS. 

Another middleware [18] uses skyline query system to 
discover preferable services in the mobile cloud system. 
By exploiting user’s service access history, the proposed 
distributed skyline query processing can reduce 
networking communication cost in the mobile cloud 
system while preserving the mobile client satisfaction. 

Similar to other researches, the middleware in [19] can 
store the copies of service results, and return directly its 
cached data to the mobile clients. Hence, the proposed 
design can reduce response time and increase the lifetime 
of mobile devices. 

In fact, the previous middleware architectures benefit from 
all the advantages of the cloud computing; whereas, they 
do not take advantage of mobile devices by deploying their 
current context. For that reason, the authors, in [20], 
provide a complete survey on the field of mobile cloud 
computing, especially context-awareness, in its state of art 
applications, research challenges, opportunities and future 
research directions. As a matter of fact, context-awareness 
becomes the subject of recent fields of research in 
pervasive computing, where the applications are able to 
change and adapt the behavior according to their users’ 
situation.  For example, ‘Mobility’ is an important user 
context piece of information as the mobile users should be 
able to perform their tasks uninterrupted despite of their 
position. Additionally, mobile clients can use provided 
tools by mobile computing willingly and when it is needed 
regardless of their movements, which facilitate location 
flexibility. Thus, it is important to benefit from such 
context information for mobile cloud applications’ 
improvement.  

3. motivation of research 

A. Context-aware: 
Unlike previous solutions, we propose in this paper a 
middleware defining new interaction model between 
mobile devices and cloud services; besides, we take into 
account the mobile user’s context information. Put 
differently, the middleware tries to use mobile device 
context so as to adapt its behavior and present customer 
cloud services to mobile users. Finally, the introduced 
middleware interaction methods depend on the users’ 
context such as location, bandwidth and remaining energy. 

As context awareness has become the subject of recent 
fields of research in pervasive computing, where the 
applications change their behaviors according to users and 
their situations, it is wiser to benefit from such information 
to enrich mobile cloud services. In fact, the research about 
this concept in computer science can be divided into two 
main groups:  The first one contains researches interested 
in incorporating the context to their applications to 
enhance the services and performance offered by their 
approaches. Whereas, The second category, to which our 
approach belongs, regroups researches interested in 
context as a concept looking for ways to cover it 
computationally through models, frameworks and 
methodologies. 

Truthfully, it is challenging to define the word ‘context’ 
and many researches tried to find their own definition for 
what context actually includes. Hence, the context is 
defined in many perspectives as follows: 

Firstly, the authors, in [21], propose a definition of the 
context as: “Context is the set of environmental states and 
settings that either determines an application’s behavior or 
in which an application event occurs and is interesting to 
the user”.  

Secondly, the author elaborate in his most cited definition 
for context: “Context is any information that can be used 
to characterize the situation of entities (i.e. whether a 
person, place or object) that is considered relevant to the 
interaction between a user and an application, including 
the user and the application themselves. Context is 
typically the location, identity and state of people, groups 
and computational and physical objects.”[22] 

Last but not least, the authors, in [23], introduce another 
definition in which they define context as: “Context is a 
set of the external parameters that can influence the 
behavior of an application by defining new views on its 
data and its available services. These parameters may be 
dynamic and may change during the execution.” 

On the other hand, the appearance and integration of 
mobile devices has led to the introduction of pervasive 
systems which increasingly have become popular. First 
launched by Weiser in [24], the term ‘pervasive’ refers to 
the complete integration of devices into the user’s every-
day life. In 1991, Weiser said that “the most profound 
technologies are those that disappear. They weave 
themselves into the fabric of everyday life until they are 
indistinguishable from it.” This was a vision too far ahead 
of its time because the hardware technology needed to 
achieve did not exist yet. In the last years, this vision has 
become a reality.  

Accordingly, the notion of context should be well thought-
out in order to concretize this type of systems. The context 
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is any information that can be used to characterize the 
situation of a person, a place, or an object that are 
considered relevant to the interaction between a user and 
an application. These latters may include the quality of 
service of a network, user’s preferences, location, time, 
and language, etc. 

As a result, there are several definitions for context, but, it 
is clear that context information helps the applications to 
make the right decision at the right time. For example, if a 
mobile client wants to play a video in his mobile device, a 
context-aware video playing application on the mobile 
device may automatically select the appropriate variants 
according to its available resources (i.e. memory and 
battery power), then sends this information to the cloud 
provider. So, the provider will be able to give a suitable 
video stream which respects to the capabilities and 
resources available for the mobile client. In this case, 
context awareness aids cloud providers to adapt 
dynamically their services according to the continuously 
changing context of the mobile user. 

B. Location of mobile user: 
With the development of smartphones in recent years, 
diverse mobile applications (i.e. Foursquare [25] [26]) can 
identify whether or not a position corresponds to a mobile 
user. The location, which characterizes each mobile client, 
has become the most important term in mobile cloud 
computing. In addition, it is exploited as a context-aware 
service used to deliver personalized mobile services 
according to the elements of the environment surrounding 
the users. In the other words, a mobile client can use one 
of such multiple available cloud resources to select 
adequate cloud service. On the subject of traditional 
consumption, central cloud resources are always ready to 
offer unlimited elastic resources remotely. Besides, there 
are many interesting works involving mobile devices as 
small computing unit in cloud environment as illustrated in 
[28]. Whereas, a cloudlet in [29], which acts as a micro-
cloud deployed in public places, is another source of 
customized cloud assets aiming to reduce communication 
delay and satisfy the closer mobile client. In addition, the 
mobility concept, which characterizes the mobile devices, 
is exploited to produce another form of cloudlets nodes 
entitled as mobile cloudlets (such as introduced in [3]). 
These mobile cloudlets exploit mobile devices (smart 
phones, tablets and others) to speed up the accessibility to 
customized cloud services and increase the execution time. 

A very important study in [27] describes how can we 
exploit the movement of people alongside their activities 
to dramatically improve human movement prediction? 
This study demonstrates that exploiting accurate context of 
mobile applications is far better than exploiting the past 
history of mobile clients. Yet, mobile applications are able 
to determine the mobility forecasting of mobile clients and, 

accordingly, provide personalized services relating to their 
context. For example, Baidu’s Search performs very well 
in China then Google’s Search. However, its performance 
is very poor when a user uses this service outside China 
because it is built to understand local culture and Chinese 
netizens. Similarly, Yandex covers many aspects of 
Russian daily life. Another internal service is Naver that 
dominates as local service in South Korean. That means, 
there are many services that are preferred and used as the 
main service within a specific region. Yet, a preferable or 
local service could satisfy a mobile user in one moment, 
but fail in another moment due to the change of users’ 
context. The same applies to the copies of cloud service 
results which are stored in the middleware as described in 
[19]. Hence, it is important to know mobile customer’s 
context, especially location, in order to bring him/her a 
better service. As a result, we propose a middleware that 
can adapt to dynamic nature of mobile devices, and prove 
how context information can be used in a beneficial way. 
The proposed middleware will take into account users’ 
contexts which form the key for creating a new behavior 
of the mobile application services. In addition, the 
middleware is based on three elements: Adaptation, 
caching, and optimization, not to forget considering 
context information to assess the selected process of the 
cloud service. Since the service discovery in mobile cloud 
computing is very essential to provide the mobile services,  
the middleware must incorporate adaptability and collect 
context information from mobile devices in order to 
allocate the best cloud service. Meanwhile, we take into 
account the advancement of mobile cloud platforms, a 
nearby service provider can be found correctly by 
providing mobile users’ geographical positions. Meaning, 
the proposed middleware gathers available distinct or 
similar cloud resources which can satisfy users’ requests 
according to their requirements. Then, it visualizes the 
information offered by the cloud providers especially 
service location, and it exploits users’ positions to decide 
which is the best cloud service to deliver the 
corresponding responses (figure 2).In case a user’s service 
access history is saved, the middleware makes the 
evaluation of each service whether or not it is suitable 
considering the user’s context, which may reduce response 
times while satisfying the mobile user’s real time demands. 
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Fig.2 Middleware for multiple cloud resources 

4. Mobile cloud middleware architecture 

Here we present a detailed architecture of a middleware 
system, which can handle actual interaction with cloud 
web services in different locations and meet the user's 
requirements. Our solution is composed of many 
components (figure 3), which control the communication 
and aim to perform interaction between the mobile client 
and different cloud providers. 

When a mobile application delegates a mobile task to the 
cloud, it sends a request to the handler and the context 
monitoring module intercepts the current context of the 
device client. The request is processed by the manager; it 
first creates a session assigning a unique identifier which is 
used for handling different requests as well as for sending 
the notification back when the process running in the cloud 
is finished. Next, the manager sends the request to the 
caching module to check if it is saved in the system. 

First case, in which the request is not found, it is 
forwarded to the adapter request module. This latter 
handles the service requests according to the current 
context of the mobile device provided by the context 
monitoring module and the QoS level.  

 

 
Fig.3 The middleware modules 

The QoS level is selected from the QoS-location services 
module which contains service lists on the cloud and their 
QoSs in different locations, this module will be updated by 
considering mobile users location. Besides, the adapter 
request module exploits the estimated completion time for 
each resource to select the adequate QoS level; we present 
the algorithm (1) in this section that is applied by the 
middleware.   

The Max-Min Algorithm 
1. for all submitted tasks in meta-task; Ti 
2. for all resources; Rj 
3. Cij= Eij + rj 
4. While meta-task is not empty 
5. Select task Tk with the maximum completion time. 
6. Assign Tk to the resource Rj which gives minimum 

completion time.  
7. remove Tk from meta-tasks set 
8. update rj for selected Rj 
9. update Cij for all i 

The algorithm (1) formulated in this paper makes use of 
the concept of Max-Min scheduling [30] approach for the 
purpose of calculating the processing time or expected 
completion time to the available cloud resources. In Max-
Min algorithm, the expected completion time (Cij) is the 
sum of the estimated execution time (Eij) of task (Ti) on 
resource (Rj) and the time to become ready to execute a 
task (Ti) which is denoted by rj. In our proposed algorithm, 
the expected completion time consists of estimated 
execution time, transmission time (Tt), and ready time 
together (1). 

Estimated completion time =Ej+ rj+ Tt    (1) 
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Where Ej = delegated task
computing capabilities

 and 

 Tt = Volume of data to be transferred
Bandwidth from the client to the cloud resource

 

Algorithm 1 
1. Start discovery service  
2. Gather nearest cloud resources according to mobile users’ 

position 
3. For all cloud resources Rj, estimate the completion time of the 

task. 
4. Cj =Ej+rj+Tt 
5. // rj is the time to become ready to execute a task 
6. // E j is the estimated execution time of task 
7. // Tt is the transmission time  
8. If user specifies cost preference then 
9. Estimate expected cost for the estimated completion time 
10. If cost expected - Cost preference >0 then 
11. Remove  R k from list  of cloud resources 
12. End if 
13. ;End For 
14. Classify the estimated completion time from high to low level  
15. If user specifies cost preference then 
16. Assign request to the resource R candidate which gives cost 

preference=> expected cost 
17. Else if assign request to the resource R candidate which gives 

minimum expected completion time 

First, the adapter request module determines the estimated 
completion times (ECT). Next, it classifies ECT from high 
to low level. Taking into consideration the previous 
estimated results, the adapter provides the estimated costs 
for each ECT. In case the mobile user specifies his 
preference cost, the adapter compares it with the expected 
costs. Then it selects cloud resource which gives the equal 
or approximate expected cost according to the user’s 
preference cost. Second case, if the client does not define 
any cost, the adapter decides to select the cloud resource 
with the minimum expected completion time. 

After the selection of adequate cloud resource, the QoS 
monitoring module monitors the QoS level. Any deviation 
is asserted at the QoS levels of service offered by the 
service provider or the context forwarded by the mobile 
client; then, the context monitoring module or the QoS 
monitoring module advertises the adapter request module 
to re-evaluate and rebind to a more appropriate service 
according to the context and QoS level. Then the adapter 
request is sent to the scheduler which, by itself, sends the 
request to the provider in the cloud. 

Once the middleware receives the response, it is sent to the 
adapter-response module. The adapter-response transforms 
SOAP messages to Restful and XML formats to JSON, 
and optimizes the results by extracting relevant 
information. Finally, the optimized response is forwarded 
to the manager. Simultaneously, the caching module saves 

the original resource of the selected service, real response 
time, cost, and estimated completion time on which the 
middleware was estimated before sending the request to 
the cloud. Finally, the manager sends back the result to the 
handler and notifies the mobile client by using the 
asynchronous notification. 

Second case, if the request is saved within our middleware 
(algorithm 2), the caching module retrieves all the services 
with their cost, real response time and estimated 
completion time on which the middleware was estimated 
before sending the request to the selected cloud resources. 
Then the caching module sends the results to the caching-
analyzer. Regardless of the performance of cloud service, 
some users demand high quality of cloud services to 
execute their request, whereas others can be satisfied with 
low quality of cloud services according to their preferable 
cost. So, considering cost and response time should lead to 
a better cloud service. First, the caching-analyzer 
compares the estimated completion time with the real 
response time of different services. Then it initializes two 
lists that contain the high QoS and low QoS, respectively.  
Next, it selects the best service, which gives the earlier 
finished execution, according to the user’s context. If 
suitable service not found in the tow lists, the caching 
analyzer module sends the request to the adapter request 
module in order to satisfy the user. 

Algorithm 2 
1. For all services save in caching module 
2. Select services corresponding to the request and mobile user’s 

position; list-Si. 
3. For each service in list-Si, compare real response time Tr and 

estimated completion time Tc 
4. Classify  services into two lists; high-list and low-list 
5. While high-list is not empty 
6. for each cloud service with high QoS (Tr<=Tc ) 
7. If user specifies cost preference then 
8. Select service’s cost  
9. If cost - cost preference >0 then 
10. Remove  S k from  high-list 
11. End for 
12. If user specifies cost preference then 
13. Assign request to the service S candidate which gives cost 

preference=> cost 
14. Else if assign request to the service S candidate which gives 

earlier finished execution 
15. Repeat 
16. While low-list is not empty 
17. for each cloud service with low QoS (Tr  >Tc ) 
18. If user specifies cost preference then 
19. Select service’s cost  
20. If cost - cost preference >0 then 
21. Remove  S k from  low-list 
22. End for 
23. If user specifies cost preference then 
24. Assign request to the service S candidate which gives cost 

preference=> cost 
25. Else if assign request to the service S candidate which gives 

earlier finished execution 
26. Repeat 
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5. Experimental results 

Given a delegation service request in mobile cloud, it is a 
challenging issue to determine whether or not and where to 
delegate the tasks among mobile devices. Actually, several 
cloud providers are available with the same functionality, 
each one offering different pricing models (pay-as-you-go) 
and located in different geographical locations. Thus, 
mobile applications can benefit greatly from cloud 
infrastructure services, which have become cheaper and 
easier as they use flexible and elastic infrastructure 
services. Further, mobile users can minimize costs and 
obtain nearby or distant services. In contrast, there are 
several factors that impact the quality of service to be 
wisely observed. Some of these factors include 
geographical distribution of users’ bases, and capabilities 
of the Internet infrastructure within those geographical 
areas, amongst other factors. Cisco offers the regional 
Internet access penetration for 2014 and 2019 (figure 4). 

 

 

Fig.4 Regional Internet Penetration (Percentages Indicate Users with 
Internet Access per Region) in 2014 &2019 

On the other hand, mobile devices use various sensors to 
catch the real-time situation of the users. So, if we exploit 
the mobile environment especially location of mobile users, 
we can minimize the impact of those factors and take them 
into account in the selection of cloud service. Put 
differently, if we minimize the response time, we will 
improve the quality of services supplied by cloud 
computing and, at the same time, we will increase the 
lifetime of mobile devices; thereby, energy consumption 
will be reduced. 

C. Simulation Tool: 
 The process of evaluating the middleware requires the use 
of CloudAnalyst [31] that allows cloud applications to 
determine the best strategy. This latter is based on 
selecting cloud services in terms of adaptation, dynamic 
reconfiguration, or other criteria. Also, the underlying 
architecture of CloudAnalyst is built on top of CloudSim 
[32] with an additional graphical representation. Actually, 
CloudAnalyst is very easy to use and has the ability to 
produce the output in graphical form. Additionally, users 
can easily repeat experiments with the same and/or 
different parameters (table 1) and view graphical results. 

Table 1: Characteristics Of CloudAnalyst 
Characteristics Description 

Region 6 regions correspond to 6 main continents in the 
world. 

User base (UB) UB represents a group of users considered as a 
single unit in the simulation. 

Internet 
It determines the characteristics of the Internet 

that is used to simulate the data transfer, including 
the latency and bandwidth parameters. 

Cloudlet It represents a single or set of user requests. 

Data center (DC) 

It defines in detail the characteristics of computing 
servers, which are either heterogeneous or 

homogeneous in nature based on their hardware 
configurations (i.e. allocating bandwidth, storage, 

memory and speed of CPU) 

Service broker It decides as to which DC should be selected to 
provide the services to the requests from each UB. 

 

Fig. 5 Regions in CloudAnalyst 
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Fig. 6 Service Broker 

One of the main components of CloudAnalyst is Service 
Broker that controls the traffic routing between Users’ 
Bases and cloud resources (figure 6), which are located in 
different regions (figure 5); CloudAnalyst defines three 
types of service brokers that decide which cloud resource 
should treat the service to the requests. The three types of 
service brokers are listed as follows:  

• Service Proximity Based Routing: First, the 
service broker determines the region of users’ 
bases. Next, the region proximity list is 
ordered depending on the network latency 
(lowest to highest).Then the cloud service is 
selected and used for processing.  

• Performance Optimized Routing: the traffic 
to the cloud service is selected according to the 
performance of all cloud resources. 

• Dynamic Service Broker: Increases and 
decreases dynamically the number of virtual 
machines allocated in the cloud resources.  

In our case, we aim to implement Algorithm 1 & 2 in 
Service Broker in order to select a suitable cloud resource 
based on users’ locations (or region as named in 
CloudAnalyst) in order to attain significant performance 
improvement. For that reason, we set the parameters of 
CloudAnalyst in two scenarios according to the proposed 
algorithms. 

D. Scenario 1:  
As a first experiment, we compared with the traditional 
Max-Min algorithm, and we focused to select data center 
according to the performance of all cloud resources (the 
faster the best).The second step is to integrate Service-
location-Service Broker (Algorithm 1) which determines 
the region of users’ bases and then asks for the region 
proximity list regarding the requesters’ regions. The list is 
ordered according to the client’s location (nearest to 
farthest).  In all our experiments, we have set the 
parameters for users’ bases configurations and data centers 
configurations used in simulation as shown in table 2 and 
table 3 respectively.  

The locations of users’ bases have been defined in five 
different regions; the transmission delay between regions 
is defined in figure 7. We have taken three cloud resources 
to handle these users’ requests. One cloud resource (DC1) 
is located in R0 (region 0), DC2 in R2, and DC3 in R4. 
Moreover, it is very important to state that DC1, DC2, and 
DC3 have different performance capabilities. 

Table 2: User bases 
Name  Region Data Size per 

Request(bytes) 
Request per User per Hr 

UB1 0 100 60 
UB2 1 100 60 
UB3 2 100 60 
UB4 3 100 60 
UB5 4 100 60 

Table 3: data center configuration 
Parameters Values 

Regions 
DC1: R0 
DC2: R2 
DC3: R4 

Architecture X86 
OS Linux 

VMM (Virtual Machine Monitor) XEN 
Cost per VM$/Hr 0,1 
Memory Cost $/s 0,05 
Storage Cost $/s 0,1 

Data transfer cost $/Gb 0,1 
Physical HW Units 86 
Simulation duration 60 min 

VM memory 512 
VM image Size 10000 
VM Bandwith 1000 

Processor  speed 
DC1: 1000 Mb 
DC2: 700Mb 
DC3: 300 Mb 

 

 

Fig. 7 Transmission delay between regions (units in milliseconds) 

After performing the simulation, the results computed by 
cloudAnalyst are as shown in the above figure 8. We 
observe that the nearest the cloud resource the better the 
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response time. In other words, by bringing the service 
closer to users we enhance the quality of service (response 
time in this case). It is an expected fact, because users 
experiment less effects from Internet issues (high latency, 
low bandwidth) when they are geographically close to the 
application server. That’s why we propose in our solution 
“adapter request module” for selecting the cloud provider 
according to mobile users’ locations. Hence, we gain in 
terms of the delegation’s response time as well as 
maximize the lifetime of mobile devices. 

 

 
 

Fig. 8 User Base Hourly Response Times (Simulation duration is 60 min) 

E. Scenario 2: 
We have used the CloudAnalyst to evaluate the caching-
analyzer based algorithm 2.By considering the 
transmission delay between regions (figure 9), we have 
taken two identically configured cloud resources to handle 
the user’s request. One cloud resource is located in R0 and 
another in R2. In both cloud resources, DC1 (local service 
for R0) and DC2 (local service for R2), there are the same 
performance capabilities when they are request locally.  

 
Fig. 9 Transmission delay between regions (units in milliseconds) 

 
First case we exploit a user’s service access history. In R0, 
the user consumes service from DC1. Then we change the 
user's position in several locations around the globe with 
the utilization of the previous selected resource DC1. 
However, its response time is very long when the user uses 
this out R0 or R1 (figure 10). That means, a service could 
be efficient in one moment, but fail in another moment due 
to the change of user’s location. 

Second case, the user consumes service from DC1 and 
changes his location from time to time around the globe. 
So, the proposed algorithm makes the evaluation of cloud 
resource DC1 whether it is suitable or not for the user’s 
location, which may reduce response times and satisfy the 
user that demands to consume the suitable service in real 
time. If suitable response is not found, the middleware 
selects another resource in order to reduce the service 
access delay (Table 4). By using the middleware and 
considering the location of user (figure 10), we can 
observe that the proposed algorithm 2 gives better 
response time than exploiting the service access history of 
user, which focus to select the preferable service according 
to the user’s usage without taking into account users 
‘movement.  

 

Fig. 10 Average response time 

Table 4: User's movement of among regions 
 R0 R1 R2 R3 R4 

Without  
middleware 

DC1 DC1 DC1 DC1 DC1 

With middleware DC1 DC1 DC2 DC2 DC2 

6. Conclusion 

In this paper, we introduce a new middleware which 
tackles how the cloud providers can exploit the context 
information of their mobile clients in order to provide a 
suitable cloud service. Moreover, our solution tries to 
define the new interaction with the existing cloud 
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resources, from which mobile users demand customizable 
services depending on their context. As shown in the 
simulated results, the exploitation of mobile users’ 
locations aids to select the nearest cloud resource and 
minimizes the response time of delegation. 

As part of our future work, we plan to exploit the other 
context factors influencing the mobile cloud, such as 
energy and cost, to understand how users interact with 
these devices and define a complex set of conditions, 
which are utilized to optimize mobile cloud applications. 
Even though context aware applications in a pervasive 
world require understanding users’ contexts in order to 
provide the necessary cloud services, the more user 
context is acquired by a system the more the user is 
concerned about his/her privacy and security. Thus, other 
future works to be considered are privacy, security, and 
performance analysis of the suggested architecture. 
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