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Summary 
The article defines and solves the actual problem of structural 
realization aimed to generate fixed weight pseudorandom binary 
pattern sequences with enhanced productivity. The general 
approach underlying proposed solution is to organize a controlled 
(operated) shift in the output register structure. In this case 
logical decomposition of the output register into two non-
overlapping and synchronous sub-circuits is performed. Choice 
of the decomposition point is determined by the current state of 
pseudorandom equal probability binary patterns formation unit. 
The schematic implementation of the proposed structure main 
units was elaborated in detail, as well as an valuation 
methodology for both hardware and statistical parameters of the 
proposed shaper was developed. A comparison of the obtained 
characteristics with analogous values for a functionally closest 
known technical solution, which was considered in detail at the 
beginning of the work, is made. It is suggested to use the value of 
the mathematical expectation of the path traversed by an arbitrary 
(any) bit in the output register in one shift stroke to estimate the 
probabilistic characteristics of the controlled shift based devices. 
The article gives some data obtained as a result of simulation of 
the shaper in question. It is shown that the main advantage of the 
proposed structure of the shaper is the increased speed as 
compared with known solutions for which the minimum 
allowable period of sync signals depends linearly on the number 
of bits in output vector. It is shown that the considered structural 
approach to the generation of pseudorandom patterns is 
characterized by a significant (up to several times) increase in 
velocity, while the probabilistic quality indicators of the 
generated sequences of proposed device are at the same level as 
it is for known generators. 
Key words: 
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1. Introduction 

The need to develop effective high-performance 
specialized structural means for obtaining pseudorandom 
(PR) sequences with specified properties is due to the 
importance and range of their possible applications, such 
as hardware and software resources of procedures for 
statistical modeling of the behavior of multiprocessor fail-
safe systems in the failure flow [1-3], automated 
diagnostic complexes for pseudorandom testing of 
complex digital objects, devices for transmitting and 

processing information, and a number of others. So it is 
necessary to provide the possibility of forming high 
performance with specified (arbitrary) multiplicity of 
system components’ failure characteristics in the process 
of modeling the behavior of multiprocessor fault-tolerant 
systems in the flow of failures. Higher requirements for 
the clock frequency of testers based on pseudo-random 
methods are also put forward in systems for diagnosing 
complex digital devices. When monitoring memory 
circuits, pseudorandom test sequences are used to ensure 
that the mutual influence of certain memory cells is 
checked. In view of the foregoing, it can be argued that the 
task of developing specialized structural tools that perform 
the functions of obtaining high-performance PR sequences 
of multi-bit binary patterns is sufficiently important and 
relevant [4,5]. 
The authors of the article have been working on the 
structural synthesis of specialized digital devices for 
generating sequences of fixed weight binary 
pseudorandom patterns for a number of years [6-8]. In 
particular, a multichannel signal generator with variable 
probability, constructed on the basis of the controlled shift 
register (CSR), has been developed and studied. The basis 
of this circuit is the organization of the binary code shift in 
the output register under the control of signals from the 
master (reference, control) pseudorandom pattern 
generator (PRPG) forming equal probability binary 
patterns. 

2. An earlier solution 

Fig. 1 shows the general structure of the multichannel 
shaper. The output N-bit register Rg can be implemented 
basing on using the delay elements (for example, in the 
form of clocked D-type flip-flops (FF)). The three logic 
circuits SS1, SS2 and SS3 serve to organize the controlled 
shift in the register Rg: the SS1 circuit contains the signal 
conditioning elements at the Rg data inputs, the SS2 
circuit arranges communication of Rg register bits under 
controllable shift (in other words, SS2 implements the 
synchronization signals forming the shift). 
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Fig. 1  

Shift in register Rg is of a circular nature. If the FF of Rg 
register are Т1, Т2, ТN, SS3 circuit outputs - С1, С2, СN, 
SS1 circuit outputs - а1, а2,… аN and PRPG outputs - g1, 
g2,… gN, than the nature of the register Rg bits 
connection is that the outputs b1, b2, b3… bN are 
associated with the transmission from the neighboring 
b2=f(b1), b3=f(b2),… bN=f(bN-1). For b1 bit the 
condition b1=f(bN) is fulfilled and ∀ i = 1, 2, 3… N 
[bi=f(b(i-1)mod N)]. Taking into account the latter relation, 
the operation of the SS1, SS2 and SS3 circuits, controlling 
some (any) i-th channel (i=1,2,3…N), can be described by 
next equations. 
For SS1 circuit Di=ai=b(i-1)modN∙gi, where: Di –D-input 
state of FF Rg Ti. Recall that in this case (i=1) →( Di= 
a1= bN∙ g1). 
For SS3 circuit Сi= gi∙τ, where τ – output of the 
synchronization clock generator. 
For circuit SS2: 

.
mod)1( iiiNii gTgbb ⋅∨⋅= −  

On the basis of the logical relationships above, the 
functional circuit of the shaper channel i=1,2,…N can be 
represented in Fig. 2, which, for the sake of simplicity, the 
initial installation of the Rg register FF’ circuits does not 
showed. Suppose that during initial installation of register 
Rg, a pattern of k ones and N-k zeros appeared 
(distribution of k ones on Rg register bits is not essential). 
Obviously, ring connection of the register bits will result 
in weight not changeability of any subsequent patterns and 
that weight can be k=0,1,2,…N-1,N. Let us estimate the 
probability of a state at an arbitrary i output of the Rg 
register (the identity of the channel structure and the 
circular topology of the transport chain allows us to 
assume that the relations given below are valid for any 
value i=1,2,…N). It's obvious that P(Ti=1)= P(ai=1), so 
the probability of Ti state is equal to the state of the i-th 
output of the SS1 circuit. After a sufficiently large number 
of PR-shifts on average, k of ones will be roughly 
uniformly distributed over the Rg register. In other words, 
the mathematical expectation of zeros’ number between 
two ones will be N/k-1. According to Fig. 2 
P(ai1)=P(gi=1)∙ P(b(i-1)modN=1), where P(ai’) – is the 
probability of a single ai output state with gi=1.  

 

Fig. 2  

Similarly: P(ai
0)=P(gi=0)∙P(Тi=1), where: P(ai

0) – 
probability of one conservation in Тi  FF with gi=0. Then: 

2
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/
1

2
1)( i

i
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kN
TP +⋅= , 

Therefore P(Ti)=k/N. So changing (setting) the weight of 
the initial code in the register Rg of 0÷N range, we obtain 
a number of possible values of the output probabilities: 0, 
1/N, 2/N, 3/N, (N-1)/N, 1. The complexity L of such a 
shaper can be estimated from Fig. 2: L=2L(T)+5, where 
2L(T) is the total complexity of the Rg register Тi FF or 
PRPG bits’ implementation. 

3. Device of enhanced features 

The presence of a sequential signal propagation path bi 
(Fig. 2) leads to a linear dependence of delay in this circuit 
on the value N of the device output pattern, and, 
consequently, to a decrease in the generator clock 
frequency. This is the main drawback of the above-
mentioned technical solution. 
The general principle underlying proposed solution is 
illustrated by the structure, shown in Fig. 3, and consists in 
the controlled shift organization in the shaper output 
register, as shown in Fig. 4. 

 

Fig. 3 

 

Fig. 4  
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In accordance with Fig. 4 to each output of the decoding 
circuit i=1,2,…n, n-bit  the output pattern of the shaper, 
the bit of the controllable shift output register CSR is 
mapped. When the m-bit pattern (m=]log2n[) arrives at 
the input of the decoder, the output register is logically 
decomposed into two independent shift structures in 
accordance with the following boundary conditions for 
performing the shift operations: 
 (DC1=1) → ( R1 := Rn ), 
(DC2=1) → [( R2 := Rn )&( R1 :=  R1 )], 
(DC3=1) → [( R3 := Rn)&( R1 :=  R2 )], 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   
 (DCi=1) → [( Ri := Rn)&( R1 := Ri-1)], 
 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
(DCn=1) → [( Rn := Rn )& (R1:= Rn-1 )], 
 
where DCr=1 – the state of the decoder when an equal 
probability pattern r=1,2,…n arrives,  Rr – is the state of 
the r-th bit of the CSR output register.  The 
implementation of j-th CSR bit, j=2,3,…n, is shown in Fig. 
5, where K is the designation of the switch "2→1", DCj is 
the state of the j-th output of the decoder, CB (common 
bus) is the state of the common bus uniting the CSR bits 
outputs.  

 

Fig. 5 

Some difference, related to the organization features of 
controlled shift, has the first bit of CSR R1, structure of 
which is shown in Fig. 6. 

 

Fig. 6 

The operating conditions of the circuit in Fig. 5 can be 
written in the form of the relations: 

(DCj=1) → [(OUTK = Rn) & (CB: = Rj-1)], 
(DCj=0) → (OUTK: = Rj-1), 

 

Where: OUTK - the output state of the K switch, j=2, 3, n. 
For the circuit in Fig. 6, the difference from the circuit in 
Fig. 5 can be shown as a condition (DC1=0) → (OUTK: 
=CB). 

4. Comparative evaluation of parameters 

It is possible to estimate some parameters of the proposed 
shaper and compare the obtained values with similar 
values for the circuit considered at the beginning of this 
work. 
As a characteristic of the statistical properties of shapers 
based on controlled shift, we can choose the value M[l] of 
the mathematical expectation for a path traversed by any 
bit in a single clock cycle. For the precede (known) device, 
we can write: 
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The M[l1]  quantity can also be represented as: 
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In its turn: 

 
∑∑∑
===

+
−

=
− n

i
i

n

i
i

n

i
i

ii
221 2

1
2

2
2

1

. 
Or for any nk ≤≤1 : 

 
∑∑∑
= ==

+
−

=
k

j

n

ji
i

n

ki
i
kil

1
1 2

1
2

]M[
. 

Obviously, for k=n we obtain: 
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Let M[l2] be the mathematical expectation of the path 
length traversed by any bit of the output vector in the 
proposed embodiment of the shaper. Let P(n-2) be the 
probability of finding this bit in any of (n-2) bits of output 
register, P(i+1) is the probability of finding the bit in some 
(i+1) bit, i=1,2,…n-1, P(n) is the probability that the bit is 
in n place. In other words, the output register is 
conventionally divided into three regions in accordance 
with the PR selection of one of the n bits of the register 
(Fig. 4), namely: one-bit regions i and n and a region of 
the remaining (n-2) bits. It is obvious that in this case P(n-
2)+P(i)+P(n)=1. Therefore, we can write: 

)(
2

)1(
2

)2(1]M[ 2 nPniPnPl ⋅++⋅+−⋅= , 
where: n/2 – is the mathematical expectation of each 
logical shift group length in the PR-selection of the i-th bit. 
If we consider  that 
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Or, passing to the limit, we finally obtain: 
2]M[lim 2 =

→∞
l

n . 
Some statistical data obtained as a result of modeling the 
considered shaper are presented in table 1. 

Table 1 

 
Let us show that the main advantage of the proposed 
shaper structure is the increased speed with respect to the 
technical solution, for which, as follows from the circuit, 
shown in Fig. 3, the clock frequency should be determined 
basing on the minimum allowable clock period 
T1≥2(n·τe+τt), τe is the delay of one logic element, τt is the 
switching interval of the memory element in the shift 
register of the equal probability PR-patterns’ generator 
(assuming that it is implemented in a widely known way: a 
shift register with linear feedback [9]). At the same time, 
taking into account the schematic features of the structures 
shown in Fig. 5 and 6, it can be written that the clock 
period of the proposed shaper is determined by the relation: 

T2 ≥ τtg+τDC+τsr, 
where: τtg – is the time of the output register address-bit 
number formation, τDC – delay on the decoder (Fig. 4), τsr 
– interval of the shift in the output register. According to 
[10], we can assume that τDC=τe=20ns, τt=τtg=40ns, а 
τsr=60ns (taking into account the delays introduced by the 
commutation elements in Figures 5 and 6). Then, for 
example, for n=64 we get that T 1 ≥ 2(64·20+40)=2640ns, 
а T2 ≥ 120ns. 
Let’s perform a comparative analysis of the hardware costs 
for the two shaper variants. In accordance with Fig. 1 and 
2, the complexity of the controllable shift structure 
depends linearly on the number of bits of the output 
pattern and can be estimated by the value L1=24n binary 
gates with two-inputs (t.g.). 
For the shaper in question, the complexity of the circuit 
implementation (also in the number of t.g.) is found as: 

L2=LR+LDC+LG, 
Where: LR ≅ 12n – complexity of the output shift register 
and switching elements, LDC=(m-1)n – complexity of the 
PR-patterns decoder, m=log2n (to simplify the analysis, 
we assume that m is a positive integer digit), LG – 
complexity of the probabilistic shaper. 
For specific values of n=64, m=6, we get: 
L1=24·64=1536 t.g.,  
L2=12·64+5·64+6·10=1148 t.g..  
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