
IJCSNS International Journal of Computer Science and Network Security, VOL.17 No.12, December 2017 

 
 

130 

Manuscript received December 5, 2017 
Manuscript revised December 20, 2017 

A Comparative Study of Effective Supervised Learning Methods 
on Arabic Text Classification 

Rachid Sammouda1,* 
 

1 Department of Computer Science, King Saud University, Riyadh, Saudi Arabia 
 
Summary 
Nowadays, Arabic Text Classification (ATC) is attracting 
researchers’ attention in many fields, including text mining, web 
search, social media, security, and other fields. Text Classification 
or Categorization (TC) is the process of classifying text documents 
to proper categories based on their contents. Few studies have 
been developed for the comparison of supervised learning (SL) 
methods on ATC. Consequently, this paper is concerned with 
ATC of Arabic documents. The proposed approach adopted for 
this comparative study consists of three steps: (i) document pre-
processing step where Arabic stop words, punctuations, diacritics, 
common prefix and suffix (Arabic words light stemmer) are 
removed from the Arabic documents, (ii) document filtering step 
where the words strings are converted into number of individual 
words vectors using term frequency transform (TFT) technique, 
inverse document frequency transform (IDFT) technique and both, 
(iii) classification step where a comparison of eight effective 
known SL methods is adopted for ATC. The impact of using TFT, 
IDFT and both on the effectiveness of these SL methods is also 
studied. The results show that the accuracy of 10-fold cross 
validation test mode obtained by LSVM classifier with IDFT 
technique is the highest compared to other SL methods used in this 
study. This outcome can be used in the future as a guidance for 
developers of ATC applications. 
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1. Introduction 

Text classification is becoming a significant task tool of 
many applications which deal with a huge text information. 
Large scale of electronic text documents of many languages 
are growing developing every day [1]. Arabic text 
documents are part of this growth and there is a need to 
store, retrieve and mine in many tasks of different 
applications. In the literature [2], a text classification 
system was proposed for Arabic language. This system 
used the N-grams (unigrams and bigrams) and single terms 
(bag of words) were also used as a representation of Arabic 
documents in the pre-processing step. Later, the k-nearest 
neighbours (kNN) classifier was employed for Arabic text 
classification. The results illustrated that the documents 
representation by using unigrams and bigrams 
outperformed the representation based on the bag of words 
in terms of accuracy. 

Srivastava et al. [3] proposed a statistical method named 
Maximum Entropy method to classify Arabic news 
documents. A multi-word term extraction method for 
Arabic text was proposed in [4]. In this method, multi-word 
terminology from Arabic corpus was extracted. From the 
respective of linguistic, some linguistic needs to filter and 
extract the candidates of multi-word terminology. Abainia 
et al. [5] proposed to use the support vector machine (SVM) 
classifier to classify the Arabic text documents. The results 
of SVM were the highest compared to the results of kNN 
classifier. 

Moreover, Hmeidi et al. [6] studied the influence of khoja 
root-based stemmer and light stemming on the results of 
naïve Bayes (NB), SVM, kNN, decision tree (J48), and 
Decision Table (DT) classifiers for ATC. The conclusion 
showed that the results of SVM and NB classifiers with 
light stemming were better than other classifiers. The same 
deduction was drawn up by the works of Al-Badarneh [13] 
and Ayedh et al. [7] based on several pre-processing 
methods. In addition, Al-Molegi et al. [8] and Khreisat [9] 
have developed some approaches for ATC using the 
combination of N-grams with Manhattan, Euclidean 
distances and Dice measures. The results showed that the 
combination of tri-gram with Dice measure attained a high 
performance. 

Al-Anzi et al. [10] presented a method for Arabic text 
classification based on a Latent Semantic Indexing (LSI) 
with clustering techniques where the similar unlabelled 
documents are grouped into a pre-defined number of classes. 
The results exposed that the method labelled the documents 
without any training dataset. Another research of Al-Anzi 
et al. was in [11]. This work developed a new method for 
ATC using a LSI and cosine similarity. The results showed 
that the features of LSI were significantly achieved with 
better accuracy than the features of TF-IDF. Also, these 
results proved that the kNN and SVM with the cosine 
measure attained the highest performance. Although the 
most works in the literature have achieved an acceptable 
performance, Arabic language is a rich and ancient 
language that needs robust text classification algorithms to 
deal with different aspects of the Arabic language, such as 
morphology, vocabulary and syntax. The authors in [12] 
addressed some of these challenges. Furthermore, Al-Anzi 
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et al. [13] proposed to use the conventional TF-IDF with 
different machine learning classifiers for ATC. The 
remaining part of this paper is organized as follows: Section 
2 explains the proposed approach in more details. 
Experiment and discussion are presented in Section 3. 
Finally, Section 4 summarizes the conclusion of this work. 

2. Proposed Approach 

The proposed approach aims to find out the best SL model 
which achieves high accuracy for ATC system. It consists 
of three steps as shown in Fig. 1. 

 

Fig. 1 Proposed Approach for ATC system. 

For every document in the dataset, the pre-processing step 
is responsible to remove stop words, punctuations, 
diacritics, common prefix and suffix (words light stemmer) 
from it.  

In document filtering step, we apply three transforms to 
convert Arabic text words attributes into a set of attributes 
representing words occurrences. They are TFT, IDFT and 
TFT-IDFT. The reason for using these three representations 
is to show the effect of each representation on the next step. 

In TFT, the Arabic word frequencies are transformed 
into 𝑙𝑙𝑙𝑙𝑙𝑙(1 + 𝑓𝑓𝑓𝑓𝑓𝑓), where 𝑓𝑓𝑓𝑓𝑓𝑓 is the frequency of word 𝑓𝑓 
in document 𝑓𝑓. IDFT transformed the word frequencies into  

𝑓𝑓𝑓𝑓𝑓𝑓 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 � 𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝐷𝐷𝑜𝑜𝐷𝐷𝑠𝑠
𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝐷𝐷𝑜𝑜𝐷𝐷𝑠𝑠 𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑤𝑤𝑜𝑜𝑤𝑤𝑤𝑤 𝑤𝑤

� , where 𝑓𝑓𝑓𝑓𝑓𝑓 is the 
frequency of word 𝑓𝑓 in document 𝑓𝑓. 

In the final step, we use a set of eight effective well known 
classifiers to show which one is efficient for ATC system. 
The eight classifiers adopted in this study are: (1) k-nearest 
neighbors (kNN), (2) naïve Bayes (NB), (3) linear support 
vector machine (LSVM), (4) decision Tree (J48), (5) Bayes 

Network (BN), (6) Random Forest (RF), (7) Random Tree 
(RT) and (8) Random Committee (RC). 

3. Experiment and Discussion 

3.1 Data Set Description 

We select a dataset of five categories from the publicly 
corpus dataset, namely “Arabic news articles”, collected by 
Diab Abu Aiadh [14]. The selected dataset contains 1500 
documents belonging to five different categories (Art, 
Economy, Health, Law and Politics), each one contains 300 
documents. Table 1 shows the statistics of the selected 
corpus dataset. 

Table 1: Selected Dataset Statistics. 

Name of Category Number of Documents 
Art 300 

Economy 300 
Health 300 
Law 300 

Politics 300 
Total 1500 

3.2 Tool Description 

We implement our experiment using the Waikato 
Environment for Knowledge Analysis (WEKA), developed 
at the University of Waikato in New Zealand [15]. We use 
it because of its popularity for machine learning and data 
mining fields. 

3.3 Evaluation Metrics 

10-fold cross-validation test mode is employed in the 
evaluation process. The dataset is divided into 10 folds, 
each fold is used for testing and other folds for training. The 
average result is used as a final result. Three popular metrics 
are computed for evaluating the output results. These 
metrics are the accuracy (ACC), precision (P) and recall (R). 
  

𝐴𝐴𝐴𝐴𝐴𝐴 = (𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇) (𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇 + 𝑇𝑇𝑇𝑇 ⁄ +𝐹𝐹𝑇𝑇) (1) 

𝑇𝑇 =  𝑇𝑇𝑇𝑇 ⁄ (𝑇𝑇𝑇𝑇 +  𝐹𝐹𝑇𝑇)   (2) 

𝑅𝑅 =  𝑇𝑇𝑇𝑇 ⁄ (𝑇𝑇𝑇𝑇 +  𝐹𝐹𝑇𝑇)   (3) 

Where TP is the true positive rate, FP is the false positive 
rate, TN is the true negative rate and FN is the false negative 
rate. 

3.4 Results 

Here, we computed the accuracy, precision and recall of all 
examples in the testing dataset folds. From Table 2, we see 

Document pre-processing 

Document filtering 

Classification 

Arabic 
Documents 

 

Category 
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that BN and RF with TFT achieved the highest results with 
95.2667% and 96.0667%, respectively, compared to all 
other classifiers. In contrast, the results in Table 3 and 
Figure 2 show that the LSVM classifier with IDFT achieved 
the highest accuracy with 97.3333%, compared to all 
classifiers for all transformation methods. 

Table 2: Results of TFT representation with the eight classifiers. 

Classifier 
Model 

Accuracy 
(%) 

Weighted 
Avg. of 

Precision 

Weighted 
Avg. of 
Recall 

kNN 72.5333 0.847 0.725 
NB 93.5333 0.937 0.935 

LSVM 89.2667 0.921 0.893 
J48 83.9333 0.840 0.839 
BN 95.2667 0.955 0.953 
RF 96.0667 0.961 0.961 
RT 67.5333 0.679 0.675 
RC 90.5333 0.905 0.905 

 
Table 3 shows the results of IDFT for the eight classifiers 
used in the experiment. 

Table 3: Results of IDFT representation with the eight classifiers. 

Classifier 
Model 

Accuracy 
(%) 

Weighted 
Avg. of 

Precision 

Weighted 
Avg. of 
Recall 

kNN 73 0.851 0.730 
NB 93.8 0.939 0.938 

LSVM 97.3333 0.974 0.973 
J48 84.8 0.848 0.848 
BN 95.4667 0.957 0.955 
RF 95.4 0.955 0.954 
RT 66.8 0.667 0.668 
RC 89.8 0.897 0.898 

 
Table 4 shows the results of TF-IDFT for the eight 
classifiers used in the experiment. 

Table 4: Results of TF-IDFT representation with the eight classifiers. 

Classifier 
Model 

Accuracy 
(%) 

Weighted 
Avg. of 

Precision 

Weighted 
Avg. of 
Recall 

kNN 73 0.851 0.730 
NB 93.8 0.939 0.938 

LSVM 96.8 0.969 0.968 
J48 84.8 0.848 0.848 
BN 95.4667 0.957 0.955 
RF 95.9333 0.960 0.959 
RT 67.2667 0.676 0.673 
RC 90.4667 0.904 0.905 

 
Fig. 2: The effect of TFT, IDFT and TF-IDFT on the accuracy of the 

eight classifiers used in the experiment. 

From Figure 3 and 4, we see that LSVM, BN and RF 
achieved the highest average precision and recall values 
compared to others classifiers. 

 
Fig. 3: The Average of weighted avg. precision of TFT, IDFT and TF-

IDFT for the eight classifiers used in the experiment. 

 
Fig. 4: The Average of weighted avg. recall of TFT, IDFT and TF-IDFT 

for the eight classifiers used in the experiment. 

4. Conclusion and future work 

In this paper, a text classification task for Arabic documents 
is addressed. It proposed a new approach for a comparative 
study of popular SL methods on ATC problem. This 
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approach consists of three steps which are: (i) document 
pre-processing step where Arabic stop words, punctuations, 
diacritics, common prefix and suffix (Arabic words light 
stemmer) are removed from the Arabic documents, (ii) 
document filtering step where the words strings are 
converted into number of individual words vectors using 
term frequency transform (TFT) technique, inverse 
document frequency transform (IDFT) technique and both, 
and (iii) classification step where a comparison of eight 
effective well known SL methods is used to classify the 
Arabic text.  

Finally, we conducted several experiments on the publicly 
“Arabic news articles” corpus dataset via Weka tool. The 
results show that the accuracy of 10-fold cross validation 
test mode obtained by LSVM classifier with IDFT 
technique is the highest compared to other SL methods. In 
future work, we will propose a new SL method to classify 
Arabic text retrieved from a large database by the method 
proposed in [16]. 
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