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ABSTRACT 
The breast tumor is the primary driver of female casualty every-
where throughout the world and the real area of study from a 
long time but with slighter development than anticipated. Nu-
merous establishments and associations are working in this field 
to prompt to a conceivable arrangement of the issue or to prompt 
to additionally comprehension of the issue. Numerous past in-
quiries about the said were contemplated for improved compre-
hension of the issue and the research performed previously was 
to reduce dimensionality and to contribute to the betterment in 
the field of cancer, Wisconsin-Madison Diagnostic Breast cancer 
(WDBC) dataset was taken from learning repository of UCI 
database with 569 distinct instances for training by choosing 
finest features out of 32 different attributes. Different feature 
selection algorithms were used with data mining algorithms for 
better classification. Numerous enhancements in classification 
accuracy of WDBC were discovered by utilizing distinctive 
methodologies than the prior reviews directed in a similar field. 
The Logistic Regression, Linear Regression, and SVM algo-
rithms showed better classification accuracy i.e. 98.24 %, 
98.24 % and 98.07 % than the previous outcome results known 
for the said classification algorithms. The results were generated 
using 10 fold cross validation, by using different classification 
algorithms with feature selection and generation algorithms. 
General Terms 
Machine Learning, Data Mining, Classification, Genetic algo-
rithms, Feature Selection, Algorithms, and Cancer. 
Keywords 
SVM, Logistic Regression, Linear Regression, Accuracy, Benign, 
Malignant. 

1. introduction 

Motivation: Breast tumor is the 2nd [1] top reason of 
demise in the female, by the number of new cases ana-
lyzed. Breast cancer has two different classes i.e. benign 
and malignant. A benign tumor, usually known as non-
cancerous is left alone by a doctor without removing it 
because it is not that much aggressive towards the other 
tissue, but occasionally it may grow causing pain or other 

problems. On the other end, Malignant or known as can-
cerous is too much aggressive and has the capability to 
damage the surrounding tissues and if the patient is diag-
nosed with malignant than doctor performs a biopsy to 
find out the aggressiveness or severity of the tumor.  

In this paper, numerous types of classification algorithms 
are used with feature optimization algorithms to differenti-
ate between two types of breast tumor i.e. Benign and 
Malignant. The result has been found out with feature 
selection and without feature selection algorithms. There 
are 10 different data mining algorithms used with 4 dis-
tinct genetic algorithms. The result to find out the accuracy 
of the tumor data set is almost improved as compared to 
previous research performed in this similar field. In almost 
all cases the accuracy is improved but in the random forest, 
it is improved up to 5 % with feature selection algorithm 
while in some cases it has slightly improved.   

1.1 Naïve Bayes 

This classification algorithm is a regulated learning ma-
chine. In the RM tool example set is used as an input and 
produces output as a Boolean value which is by default 
true. In that case, to lessen the impact of zero probabilities, 
Laplace revision is used. Estimated normal distribution is 
used to return to the desired classification algorithm. 

Bayesian Rule 

)(
)()( )(
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likelihoodpriorPosterior ×
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1.2 Logistic Regression 

The rapid miner tool for Logistic Regression takes the 
example to set as an input and as an output, it returns a 
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Boolean value. False is the default value for the output. To 
determine whether to include an intercept, add intercept is 
used and to find out the performance the performance 
model is used. (Number; 1-+1; default: 10000), after eval-
uation population is started and stopped; the generation is 
stopped if no improvement occurs. In logistic Regression 
when (- 1: improves until max iterations). (Number; - 1-+1 
default: 300) for keeping the example set improvement in 
the input object would occur. The other different parame-
ters used are time, apply count, mutation, local random 
seed, selection, loop time and cross over. 

1.3 Support Vector Machine 

In Rapid miner, this learning algorithm used mySVM by 
Stefan RA ¼ ping and its implementation is in JAVA. This 
learning algorithm tool is used for both classification and 
regression and performed better and fast results for differ-
ent learning task examples.  

It takes input as an example set and on the output, it gives 
the model, estimated performance, weights and an exam-
ple set. There are different parameters for SVM like Ker-
nel type, Kernel Gamma, Kernel Sigma, calculate weights 
and much more. 

1.4 Linear Regression 

In Rapid miner, this classification algorithm used Akaike 
criterion for the model selection. The different parameters 
used for linear regression are feature selection which is 
used during regression; eliminate collinear features used to 
indicate that this algorithm is trying to delete the collinear 
features during regression, use bias, min standard coeffi-
cient, and ridge. 

2. literature review 

In this paper [2] different classification algorithms are 
applied on WDBC data set i.e. Naïve Bayes, Logistic Re-
gression, and Decision Tree Algorithms along with feature 
selection algorithm Pearson Correlation Coefficient (PCC) 
to find out the accuracy of the cancer dataset. The different 
classification accuracy results for Naïve Bayes, Logistic 
Regression, and Decision tree are 94.40 %, 97.90% and 
96.50 respectively. 

In this [3] authors has found out accuracy of WDBC data 
set using Binning technique. It had to find out the accuracy 
of data set with binning and without binning concept. The 
feature extraction algorithm used for the extraction of 
features was PCA algorithm. The PCA algorithm is used 
with Classification algorithms Naïve Bayes, SVM, and 
ensembles and found the accuracy as 95.16 %, 95.53 %, 
and 95.9108 % respectively. This PCA algorithm is also 

used with these classification algorithms using binning 
technique and reveals that out of these three algorithms 
Naïve Bayes algorithm performed the best with a maxi-
mum accuracy of 97.3978 % with only five features and 
time complexity of 0.102 milliseconds which are far better 
than the other two classification algorithms. 

In [4] three different classification algorithms i.e. ANN, 
PSO classifier and GA-Classifier are applied on three dif-
ferent Wisconsin data set i.e. WDBC, WBC and WPBC to 
find the accuracy of these three datasets along with feature 
selection algorithms and without feature selection algo-
rithms. For WBC data set PS classifier performed better 
than the others two, While for WDBC and WPBC ANN 
performed better than the remaining two applied. 

In the paper [5], UCI machine learning repository data set 
for WDBC is taken. They have found out the accuracy of 
data set by using SVM classifier with feature selection 
algorithms. The WDBC dataset accuracy with training test 
partitions with highest accuracy classification i.e. 98.5 % 
(50-50 %), 99.02 % (70-30 %) and 99.51 % (80-20 %) for 
training test partition.  

In [6], the objective of this paper was a comparative analy-
sis of different classification algorithms i.e. Bayesian Net-
work, SVM, Back Propagation Neural Network and linear 
programming was applied on WDBC dataset having 569 
instances with 357 malignant and 212 benign cases. Each 
dataset instance consists of 30 features using 10 cross fold 
validation. In this study, Naïve Bayes classifier achieved 
an accuracy of 89.55 %. 

In [7] authors have implanted approach, choosing the best 
subgroup of elements is carried out amid the model devel-
opment prepare. Ant colony algorithm, decent measure of 
research on breast cancer disease data sets utilizing high-
light determination techniques is found in writing, for 
example, such as ant colony algorithm, In [8] swarm opti-
mization technique of discrete particle, In [9] genetic algo-
rithm along with wrapper method,  In [10] SVM and linear 
discriminate is used with support vector based feature  
selection,  In [11] FCBF  multi  thread  based feature  se-
lection  and  DDC-  DIC. 

3. data analysis 

The dataset used for analysis was taken from the UCI Ma-
chine Learning Repository [12][3] i.e. WDBC (Wisconsin 
Diagnostic Breast Cancer) Dataset.  

The dataset consists of 569 observations having 32 attrib-
utes, divided into two classes. The two classes malignant 
and benign have 357 and 212 cases respectively. The data 
is gathered by Dr. Wolberg [13][14] since 1984. For clas-
sification and regression analysis of the data, this data set 
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is widely used. The dataset consists of instances of patients 
suffering from both benign (non-cancerous) and malignant 
(cancer with high risk).  

Table 1: Wisconsin Diagnostic Breast Cancer Dataset 

 
For the computation of every cell nucleus, different feature 
values are taken i.e. ten real-valued  

Table 2:  Features of WDBC Data set 
01) Radius (points on perimeter from center of mean dis-
tances) 
02) Texture (gray-scale values standard deviation) 
03) Smoothness 
04) Area 
05)  Concavity  
06) Perimeter 
07) Concave points 
08) Fractal Dimension  
09)  Symmetry 
10) Compactness  

 
Rapid Miner 5.5 [7] tool is used for the examination of 
data set. The input data given to the Rapid miner tool is in 
the form of CSV format and it gives the output result in 
the form of the accuracy of the dataset. The tool has dis-
tinct classifiers for classification of data and also has dif-
ferent genetic algorithms, for feature selection and each of 

them has the unique technique to select the best feature for 
data classification.  

The information provided is utilized to anticipate the pre-
cision of the location utilizing diverse classifier. For the 
prior examination the element determination is not utilized 
and just classifiers are utilized to get the required exact-
ness for each of the classifiers. The information is, of 
course, arranged yet this time diverse component choice 
systems are utilized for the upgrade of the outcomes or to 
check for any conceivable enhancements. The utilization 
of highlight determination methods likewise helps in di-
mensionality decrease as highlight diminishment. This 
also results in the optimization of memory and time effi-
ciency. The classifiers tried for precision were the same as 
those utilized as a part of a prior review. 

Distinctive element determination strategies from the ones 
earlier utilized were tried here for development in preci-
sion. The grouping precision now and again was not the 
same as the one determined in the earlier study so all 
things considered the change was dealt with as a rate 
change in exactness to check for advancement. The Naïve 
Bayes and calculated relapse characterization demonstrat-
ed changes from the earlier study. 

The different genetic algorithms used for feature reduction 
and generation algorithms are AGA, GGA, YAGGA, and 
YAGGA2. The classifiers utilized were Random Forest, 
Linear Regression, Logistic Regression, Decision Stump, 
KNN, Decision Tree, Rule Induction, ID3, Decision Tree 
(Weight Based),  Naïve Bayes and Random Tree.  

 
Fig. 1 Proposed Diagnostic Breast Cancer Model [15] 

Dataset          Attributes       Instances             Class 
 
WDBC               32                   569                      2 
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4. Feature Selection Algorithms 

The genetic algorithms on WDBC data set for feature se-
lection and generation are discussed below. 

4.1 GGA 

The Generating Genetic Algorithm (GGA) is practiced on 
WDBC data set for feature selection and generation. The 
length of each attribute is modified after new attributes are 
produced and due to which inimitable mutation and cross-
over operators are used. For the selection of randomly, 
generators generator lists are used with Boolean parame-
ters. An operator having no algorithm the example set is 
bound to only single attribute to extract it from value se-
ries. Ingo Mierswa is carrying out for the auto selection of 
features.  

The GGA used Exa as an input example set i.e. to be clas-
sified and the exam is used to generate and select features. 
The three parameters used for the output are as per, Exa, 
and Att. Out of this ‘per’ is used for performance i.e. da-
taset accuracy, ‘Att’ for finding out the weight of attributes 
and ‘Exa’ for the output of Exa in.  

4.2 AGA 

This algorithm used for feature selection and generation 
and it is the modified version of GGA. It utilizes the same 
administrator as GGA yet this calculation includes extra 
generators and some essential intron aversion procedures 
are utilized to improve fundamental GGA. This adminis-
trator gives unmistakable outcome as the past one yet for 
the most part lower as a difference to YAGGA2. 

4.3 YAGGA 

The YAGGA algorithm does not change the individual 
length of the shorter or the drawn out one of them end up 
being better in wellness. This calculation unique in relation 
to the over the two methodologies utilized by creating new 
characteristics, with various probabilities. 

• Feature vectors are added with newly generat-
ed attributes.  

• The feature vector is added with original ran-
domly selected attributes. 

• Feature vector removes randomly selected at-
tributes. 

 From that, we come to know that the length of the feature 
vector would increase and diminish. The original length 
would be obtained in such way if the smaller or larger 
length of the individual works as the best fit. From that, it 
ends into the increase and finishing of feature vector 
length. 

4.4 YAGGA2 

This calculation is same as YAGGA calcula-
tion yet in a demonstrated variant of highlight 
choice and era. These element choice and era 
calculations concede more choice for creating of 
components and render extensive strategies for 
the anticipation of the intron. This brings about 
to the fewer case sets and diminishment of ele-
ments. 

5. Experimental Results 

The dataset used in this study for classification was trained 
and then tested to find out the accuracy of the dataset and 
to differentiate them into two classes i.e. Benign and Ma-
lignant. After finding out the accuracy of the dataset the 
same classifiers are used with four different genetic algo-
rithms for dimensionality reduction of the dataset to select 
the best features out of 32 different features keeping accu-
racy of the dataset into account. The features selected for 
different classifiers are different in number for different 
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classification algorithms are shown in the accuracy column 
of table 7. 

The Table 4 performed comparative analysis between 
different classification algorithms with feature selection 

algorithm. The table shows that there are slight improve-
ments in the accuracy except for the decision tree algo-
rithm. 

Table 4: Comparative analysis of proposed method with related work on WDBC dataset [1] 
Classifiers (Reference)    Naïve Bayes     Log Regression    Decision Tree                                          This Study 
                                                                                                                               Naïve Bayes    Log Regression   Decision Tree 
Accuracy                                94.40                   97.90                    96.50                   96.66                   98.24                    96.31      

Table 5: Comparative analysis of proposed method with related work on WDBC dataset [2] 
Classifiers (Reference)    Naïve Bayes     Support Vector Machine                                                This Study 
                                                                                                                                Naïve Bayes              Support Vector Machine 
Accuracy                                95.167                      95.5390                                       96.66                                  98.07 

 
Table 5 performed a comparative analysis of classification 
accuracy on the same data set i.e. UCI Machine learning 
repository. From the analysis of the proposed model per-
formed in this paper provides a better result for Naïve 
Bayes and Support Vector machine than the previous re-

search performed in the same field. For Naïve Bayes it has 
improved from 95.167 % to 96.66 % and that of for Sup-
port Vector Machine the accuracy is increased from 
95.5390 % to 98.07 %, which is quite appreciable. 

Table 6: Comparative analysis of proposed method with related work on WDBC dataset [4] 
Classifiers (Reference)        ANN         PS Classifier          GA-Classifier                                          This Study 
                                                                                                                               Linear Regression    Log Regression        SVM 
Accuracy                                97.3                   97.2                   96.6                           96.66                            98.24                  98.07      

 
Table 7 has the data of 10 different classification algo-
rithms used along with 4 distinct genetic algorithms i.e. 
feature selection algorithms. The table shows the result of 
the accuracy of classification algorithms with and without 
feature selection algorithms. There are different types of 

genetic algorithms used for the proposed model was GGA, 
AGA, YAGGA, and YAGGA2. From the result, it can be 
concluded that the accuracy of the dataset is improved in 
each case when classification algorithm is used with fea-
ture selection algorithms i.e. Genetic Algorithms.  

Table 7. Classifiers Result with and without Feature Selection Algorithm 

S.No Classifiers 
Accuracy without 
Feature Selection 

Algorithms 

Accuracy with Feature Selection Algorithms 

GGA AGA YAGGA YAGGA2 

1 Naïve Bayes 93.32 96.66(6) 95.77(12) 95.60(12) 96.66(14) 
2 Log-Regression 97.18 97.36(15) 97.54(16) 98.24(15) 98.07(11) 
3 KNN(k=8) 93.31 94.01(11) 93.85(7) 94.91(6) 93.85(7) 
4 Decision Tree 94.03 96.31(5) 95.76(14) 95.96(10) 95.95(10) 
5 Decision Stump 89.98 91.91(3) 91.38(10) 91.73(13) 91.38(8) 
6 Random Tree 88.56 93.65(9) 93.84(4) 93.66(10) 92.78(8) 
7 Random Forest 92.63 95.95(5) 95.24(12) 94.55(10) 95.41(8) 
8 Rule Induction 92.44 94.90(13) 95.08(12) 95.43(14) 95.78(6) 
9 Linear Regression 95.61 96.83(9) 95.95(17) 98.24(15) 96.83(11) 
10 SVM 97.36 97.54(8) 97.89(17) 98.07(15) 98.06(10) 

 

6. Analysis and conclusion 

Ten distinct classifiers with genetic algorithms were used. 
A large number of these classifiers were used as a part of 

past reviews with various feature selection algorithms. The 
accuracy of different classifiers with 4 different genetic 
algorithms is given in the above Table 7. The result of this 
study is much appreciable as compared to previous studies 
performed in the same area. From the results, it has been 
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noticed that three classifier i.e. Logistic Regression, Linear 
Regression and SVM its accuracy is much better than the 
other classification algorithms. 

The feature selector and accuracy calculation classifiers 
used with genetic algorithms are YAGA, AGA, YAGAA2, 
and GGA. These genetic algorithms determine systems 
enhanced the element choice by choice of the better ele-
ments and they brought about change in the general preci-
sion of the grouping.  

From the examination of the dataset it has been concluded 
that by using of feature selection algorithms along with 
different classification algorithms help in dimensionality 
reduction i.e. Decision Stump used with GGA select only 
three features, Random tree with AGA select four features 
and Decision tree with GGA used five features for deci-
sion making, this results in taking little time for training 
and testing of data set. The number of the feature selected 
by each genetic algorithms used with classification algo-
rithm are also given in the above table 7.  

7. Summary 

Dataset used in this research was taken from Wisconsin 
Breast Cancer with 569 examples. The diagnostic breast 
cancer data set consists of two classes i.e. malignant and 
benign. In this study, four different feature selection algo-
rithms are used along with ten distinct classification algo-
rithms. For finding the accuracy of the data set genetic 
algorithms i.e. feature selection algorithms used with clas-
sification algorithms were different as compared to the 
previous research performed in this area. Results show a 
lot of improvement in the dataset accuracy which laid 
down the base for further research in cancer domain. 
Moreover, from the study results, it has been concluded 
that different classification algorithms used with genetic 
algorithms result in more dimensionality reduction i.e. 
selected fewer features for decision making and which in 
result would take less time for training and testing of the 
dataset. 
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