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Summary 
The aim of this paper is to provide Hardware/Software (HW/SW) 
Codesign process for heterogeneous Multi-Processor Systems on 
Chip (MPSoC). For this process, an efficient HW/SW partitioning 
procedure is proposed. Two heuristics algorithms based on 
Genetic Algorithms (GA) and Artificial Bee Colony (ABC) are 
used to solve multi-objective optimization problem taking into 
account different constraints (time execution, available area and 
hardware multipliers). The proposed approaches are then validated 
on a controller system for an asynchronous motor. A comparison 
between GA and ABC algorithm is performed to retrieve those 
with the best time/area performances. The best solution is then 
implemented on a Zedboard platform. 
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Codesign process, Hardware/Software Partitioning, Multi-
Processor System on Chip (MPSoC), Heuristic Algorithms. 

1. Introduction 

Today’s, embedded systems are more complex than ever. In 
fact, the need to improve performance, power and other 
design constraints of these systems represents a challenge 
to designers.  
These challenges requires the use of advanced technologies. 
Thus, with the emergence of heterogeneous Multi-
Processor System on Chip (MPSoC), new perspectives for 
implementing more functionalities into embedded 
applications are opened and the focus of design is better 
developed[1]. Indeed, the advantage to include both 
hardware and software resources help to reach tradeoff 
between various metrics in Hardware/Software (HW/SW) 
Codesign process. Where, hardware resources are used to 
accelerate the processing time by exploiting parallel 
implementations and software resources gives more 
flexibility. Additionally MPSoC architectures provide a 
high level of scalability compared with monolithic cores, 
particularly in terms of power and performance [2]. 
In addition to the technological aspects, researches in this 
issue are focused on exploring new automatic Codesign 
methodologies in order to develop this phase in the process, 
then, the goal of Codesign is to improve the performance 
and power of the product as well as satisfying other design 
constraints [3]. 
The most critical phase in HW/SW Codesign is the 
partitioning [4]. It requires to explore the optimal solution 

to choose which tasks are to be implemented in software 
and which ones in hardware, in order to solve the problem 
of managing the heterogeneity of embedded systems.  
Previous researches use different approaches based on 
optimization algorithms to solve the HW/SW partitioning 
problem.  
These approaches can be split into exact and heuristic 
algorithms. The exact methods, such as Integer Linear 
Programming (ILP)[5], Satisfiability Modulo Theories 
(SMT) [6] treat the systems with low complexity and 
limited number of tasks. However, as HW/SW Partitioning 
is an NP-hard problem [7,8], efficiently heuristic algorithms 
produce best solutions in term of computing time.  
The heuristic methods are also divided into two classes: 
heuristics based on single solution such as Tabu Search 
which is considered in [9], also, Simulated Annealing in 
[10], and heuristics based on populations of solutions like 
the evolutionary algorithms, such as Genetic Algorithm 
(GA) in [11,12,13], NSGAII in [2], and algorithms based on 
swarm intelligence [14] where Ant Colony in [15,16], 
Artificial Bees in [17]. 
Several previous works, treated the HW/SW partitioning 
problem for signal and image processing [18,19] or 
multimedia applications [20,21], and deal with mono-
objective problems. Otherwise, we notice the few number 
of such applications for MPSoC control systems [7] and 
consider muti-objective constraints.  
In this paper, we propose a novel HW/SW Codesign 
approach for heterogeneous MPSoC applications, where the 
target system is presented in the modality of task graphs.  
The main contributions of this work is to propose two 
heuristic methods based on Genetic Algorithm and 
Artificial Bee Colony (ABC) to resolve HW/SW 
partitioning problem. This approaches takes into account 
heterogeneous constraints and give optimal architectural 
solutions. In addition, a new HW/SW Codesign process is 
investigated for design embedded systems dedicated to 
control system.  
It was tested on a speed controller system. The MPSoC 
platform used in this work consists of a Zync 7000 and 
Cortex A9 soft-core processor. 
The other parts of this paper are arranged as follows. 
Section 2 present the proposed HW/SW Codesign 
methodology. Section 3 describes the specification of the 
control system. Section 4 identifies the different parameters 
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corresponding to the cost estimation. Section 5 explains the 
proposed algorithms for HW/SW partitioning, Section 6 
shows experimental results. Finally, we finish by a 
conclusion. 

2. Proposed Hardware/Software Codesign 
Approach  

HW/SW Codesign consists of a succession of steps starting 
with specification of embedded systems to the synthesis and 
experimental validation [7]. It aims to decide what is the 
best and optimal assignment of each component of an 
embedded system to hardware resources or software ones 
[22]. In order to automate this process, a set of steps and 
rules should be followed.  
As shown in Fig. 1, this method is decomposed into four 
main steps, as follows:  

• The specification step which consists to 
decompose the system into subsystems and 
verifies its functionality.  

• The second step is the cost estimation defining the 
characteristics of each subsystem and their 
corresponding granularity level. In this step, the 
target system will be described by a task graph. 

• The difficulty of the third step is mainly linked to 
the search for an optimized HW/SW partitioning of 
the functional modules respecting different 
architectural constraints and control performances. 
This goal is reached with the help of heuristic 
methods based on genetic algorithm and artificial 
bee colony.  

• Finally, in the fourth step an experimental 
validation allows the verification of obtained 
optimal solution.  

To perform these steps, different tools are used like Xilinx 
Vivado, Matlab/Simulink and HDL Workflow Advisor.  

 

Fig. 1 Hardware/Software Co-design method 

3. System Specification  

3.1 Hardware specification  

The digital control unit is based on Xilinx ZynqTM-7000 All 
Programmable SoC (AP SoC). Combining a dual Cortex-A9 
Processing System (PS). It consist of 53,200 LookUp Tables 
(LUTs), 106,400 Flip Flops (FF), 4.9MB bloks RAM, 220 
DSP.  
The structure of the developed control system is first 
overviewed and depicted in Fig. 2. It is composed of the 
following principal subsystems :  

• Speed controller ; 
• Current controller ;  
• Estimator ; 
• Park transform ;  
• Park inverse transform.  

These subsystems are divided into functional modules as 
described in the next section.  
The complete control system is designed and its 
functionality is verified at first in continuous time domain 
and finally in the discrete time and fixed point domain. 
Matlab/Simulink Tools are used to simulate the behavior of 
the asynchronous motor with the corresponding numerical 
values:  
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Fig. 2 Overview of control system 

3.2 Granularity Level  

Partitioning in Codesign process requires completion of the 
specification steps with the decomposition of the system 
into subsystems and the definition of the characteristics of 
each one and the corresponding granularity level [7]. To do 
this, we choose a coarse granularity level, as shown in Fig. 
3, which consists of independent and reusable functional 
modules. Thus, using this level reduces the number of 
partitioned blocks and preserve the physical meaning of 
each subsystem [23]. Even with the coarse grain, high 
throughput and low power consumption can be satisfied 
[24]. 

 

Fig. 3 Granularity level 

 

 

 

 

4. Cost estimation 

4.1 Performances estimation  

In this step of HW/SW codesign process, an accurate 
performances estimation of the functional modules is 
crucial. These performances estimation can correspond to 
different ressources such as time/area/ memory/power 
consumption [25].  
To do this, different approaches are used, depending on 
target architecture and type of ressources. For software ones, 
the profiling method is used to make the performances 
analysis. For hardware ressources, the use of techniques 
based on behavioural description or gate-level description 
can provide a good accuracy[23]. 
In our case, the choice of high level granularity allow the 
use of profiling method to predict software performance. In 
the other hand, the generated report of Xilinx allows the 
determination of estimated parameters in the case of 
hardware performance.  
These HW/SW performance, which characterize the 
functional modules, are described by the following 
parameters:  

• iA : consumed resources of module i, in the case 
of hardware implementation (LUT & FF).  

• hit : execution time taken by the module i when 
executed in hardware.  

• sit : execution time taken by the module i when 
executed in software. 

• iHM : consumed hardware multiplier (DSP units) 
of module i, in the case of hardware 
implementation.  

• /i iI O : number of inputs and outputs of module i.  
The set of metrics of each functional modules Mi is 
presented in Table 1, where the execution time is given in 
microseconds, the area correspond to the number of LUTs 
and number of Flip Flops, and Hardware multiplier is the 
number of DSP blocks. 

4.2 Task graph 
A directed acyclic graph G = (V, E), called the task graph 
of the system, is necessary 26]. So, in order to prepare the 
partitioning process, the controller system is described 
through a Directed Graph presented in Fig. 4. The modules 
Mi are represented by nodes Vi, and the edges Ei represent 
communication between them. Additionally, each of the 
modules has a number which indicate its scheduling order. 
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Fig. 4 Direct Acyclic Graph 

5. Hardware/Software Partitioning  

The main goal of the HW/SW partitioning process is to find 
the optimal assignements of the functional modules to 
hardware or software resources while respecting the 
considered architectural constraints. In this case, HW/SW 
partitioning consists in a multi-objective optimization 
problem.  

5.1 Cost function  

In order to formalize this problem, a set of metrics defining 
the cost function parameters are described as follows : 

• M = {M1, M2, …, Mn}: n functional modules group 
(n is here equal to 12).  

• (w1, w2, …, wn) : binary vector that represents the 
solution of the partitioning problem where wi є 
{0,1}. wi =1 (resp. wi =0) means that the ith module 
has to be implemented in Hw (resp in Sw).  

• Area: total consumed hardware resources.  
• Aµp: hardware resources consumed by the 

processor. 

• HMblocks: total consumed hardware multipliers 
(DSP units). 

• HMµp: total consumed hardware multipliers (DSP 
units) by the processor. 

• Texe: total execution time .  

• Tcom: communication time between module i and 
the other modules. 

where Area, HMblocks,Texe are derived from expression (8) 
below.  
In order to optimize the cost function, we must meet the 
following requirements must be achieved :  

<
<

<

Area S
HM HMblocks
T Texe

      (2) 

where S and HM are respectively the area and number of 
hardware multiplier available in the ZedBoard.  
T corresponds to the maximum time delay that satisfies the 
control performance requirements. 

Table 1: Metrics of functional modules 
Functional Modules iA

 hit
(µs) sit

 (µs) iHM
 

M1 : Speed controller 630 LUT 
662 FF 466 682 0 

M2 : Gain 654LUT 
727FF 598 490 1 

M3 : Magnetic current 654 LUT 
727 FF 453 332 0 

M4 : Integrator 669 LUT 
727 FF 626 700 1 

M5 : Park abc-dq 5499 LUT 
3656 FF 657 995 8 

M6 : Autopilot 669 LUT 
725 FF 642 406 0 

M7 : Rotoric pulsation 1188 LUT 
774 FF 643 516 3 

M8 : Flux controller 630 LUT 
662 FF 550 627 0 

M9 : Flux compensator 653 LUT 
726 FF 719 479 2 

M10 : Torque controller 630 LUT 
662 FF 375 664 0 

M11 : Torque compensator 673 LUT 
740 FF 583 461 3 

M12 : Park dq-abc 5486 LUT 
3640 FF 999 1143 9 

 
The communication model used in (7) is detailed as follow: 
• hs

iC : communication time from a Hardware module Mi 
to a software module Mi+1.  

Re _hsC ad cycle Oi i= ×  (3) 
• sh

iC : communication time from a software module Mi 
to a hardware module Mi+1.  

_shC Write cycle Oi i= ×  (4)  
• hh

iC : communication time from a hardware module Mi 
to a hardware module Mi+1. 

_hhC Clock cyclei =  (5)  
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• ss
iC : communication time from a software module Mi 

to a software module Mi+1. 
_= ×ssC Clock cycle Oi i  (6) 

Where  
_ _ 3  _Read cycle Write cycle Clock cycle= = ×   

(1 ) (1 )1

1

(1 ) 1

(1 )1

ssw w Ci ii
hhw w Ci iiTcom shw w Ci ii

hsw w Ci ii

× ×

×

×

 − × − ×+ 
 + + =
 + − × + 
 
+ − × + 

 (7) 

 

5.2 Proposed Approaches  

The multi-objective optimization problem described by the 
above set of equations deals with two heuristics approaches.  

5.2.1 First approach based on Genetic Algorithm  

Genetic Algorithms were successfully used for solving 
several optimization problems in the field of embedded 
systems [2]. 
In our case, this algorithm is adopted and improved in order 
to find the optimal solution for HW/SW partitioning with the 
optimization of three principal parameters: Area, Execution 
Time and Hardware Multiplier. 
As shown in Fig. 5, the developed approach follows the main 
steps of binary genetic algorithms [27] with several 
modifications to accommodate the multi-objective problem 
and meets different constraints. 

 

Fig. 5 Main program of proposed genetic algorithm 

In order to get diversity, an initial population of 
chromosomes is generated randomly. After decoding the 
vector of chromosomes, the population is evaluated using 
the multi-objective function. The best solution is a vector 
that contains the minimum for each parameters, it is 
calculated and retained to the next generation. Then, the use 
of operators (selection and mutation) will guarantee the 
improvement of solutions. This procedure is iterated until 
finding the best solution provided when the maximum 
generations are not reached or the load limits are not 
exceeded. 
The obtained results represent the optimized three 
parameters (area, execution time, hardware multiplier) and 
the binary vector which represents the modules to be 
implemented : the target is software resources, if it is equal 
to zero, and the target is hardware resources, if it is equal to 
one. In our case the vector size corresponds to the modules 
number (n = 12). 
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5.2.2 Approach based on Artificial Bee Colony 

In this paper, we improve the basic ABC algorithm 
definition with several modifications in order to get optimal 
results of optimization solutions for HW/SW partitioning.  
The main goal of proposed ABC approach is to solve a 
multi-objectives HW/SW partitioning problem taking into 
account different constraints that give better compromise 
area/execution time.  
The solutions of multi-objective optimization problem 
correspond to the food sources positions. Each position is 
qualified by the nectar amount that corresponds to the 
quality (fitness) of the solution [27].  
The main steps of the proposed ABC algorithm are described 
as follows: firstly, an initial population is generated 
randomly where the number of employed bees equals to the 
number of positions. Then, three search processes are 
repeated until reaching the maximum number of cycles; 
employed bees process, onlooker bees process and scout 
bees process. In the employed and onlooker bees processes, 
new sources are generated and their nectar amount are tested 
until reaching the best solution. In the scoot bees process, the 
food sources which nectar is abandoned by the bees, is 
replaced with a new source [28]. The latter steps, which are 
applied on the three parameters to be optimized in the 
HW/SW partitioning process, are described by the flowchart 
in the Fig. 6. 

 

Fig. 6 Main program of proposed ABC algorithm 

5.2.3 Simulation Results of partitioning  

The HW/SW partitioning tests were simulated in Matlab 
taking into account the requirement of the MPSoC zedboard 
including zynq 7000 FPGA and two ARM Cortex soft core. 
The Genetic Algorithm configuration was done considering 
the parameters in Table 2: 

Table 2: Configuration parameters of GA 
Number of 
generation  

Number of 
population  

Selection 
rate  

Mutation 
rate  

1000 200 0.5 0.15 
 
In the other hand, ABC algorithm depends on the four 
control parameters that are configured in Table 3:  

Table 3: Configuration parameters of ABC algorithm 
Colony size Number of 

food source 
Limit Maximum 

cycle 
24 12 100 1000 

 
Table 4 and Table 5 represents an example of optimization 
solutions for the two proposed heuristic algorithms. 
It can be seen from these results that the implementation of 
more modules in hardware resources provides a reduction of 
the execution time but it increases the consumed hardware 
resources. 

Table 4: Examples of optimization solution of GA 
 Binary Vector Texe Area HM 
S1 000000001000 7744 653 2 
S2 000000010100 7126 1260 0 
S3 110000000100 7093 1914 1 
S4 100100010100 6843 2559 1 
S5 100110000100 6579 7428 9 

Table 5: Examples of optimization solution of ABC Algorithm 
 Binary Vector Texe Area HM 
S6 100000000000 7356 642 2 
S7 000100000100 7139 1332 2 
S8 100000010100 6917 1890 12 
S9 100100010100 6851 2614 58 

S10 101110000100 6738 8136 50 
 
A comparison between the two algorithms based on the same 
partitioning and scheduling solution of modules is shown in 
Table 6. Where we notice that genetic algorithm give us a 
better optimization in term of area/execution time. 

Table 6: Comparison between optimization solution of GA and ABC 
algorithm 

 Genetic Algorithm  ABC Algorithm  
Binary Vector  100100010100 100100010100 
Area  2559 2614 
Execution Time  6843 6851 

However, S3 gives better results compared to S4 because it 
is a more homogeneous solution. The execution time value 
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is still acceptable knowing that the number of modules 
implemented in software is higher compared with S4. Figure. 
7 shows the scheduling diagram of S3. 

 

Fig. 7 Scheduling diagram of S3 

6. Experimental Validation  

Experimental validation of S3 has been carried out using the 
platform of Zedboard and Matlab Simulink to implement 
the partitioned system. After implementation of solution 
using the HDLWorkflow, a verification test with processor 
in the loop method shows the good matching of the desired 
and the measured speed signal as presented in Fig. 8. In 
addition, Figure 8 shows that when applying load torque at 
instant 2.5, this disturbance is rejected by the system.  
In this work, the most important validation concerns the 
quality of solution obtained by both Genetic algorithm and 
ABC algorithm, which allows the designer to choose the 
best appropriate allocation and scheduling for his 
application.  
The contribution of this work, is to obtain the best tradeoffs 
area/execution time respecting the constraint of system 
architecture.  

 

Fig.8 Validation of the asynchronous motor : Estimation of speed 

7. Conclusion  

A hardware/software Codesign approach was proposed for 
controller system based on MPSOC architecture. The 
contribution in this approach is the automation of the 
HW/SW partitioning process. To reach this purpose, two 
heuristics algorithms, genetic algorithm and artificial bee 
colony algorithm, have been proposed to solve the 
corresponding multi-objective optimization problem. In 
early stage, the system specification is occured taking into 
account the available resources in zedboard platform. The 
choice of the optimal result is based on respecting the area 
and time execution constraint. The optimal solution given 
by the proposed algorithms was tested and implemented to 
MPSoC architecture. As an application, an asynchronous 
machine controller system for asynchronous motor is 
considered. Results were found satisfactory in terms of 
area/time execution for genetic algorithm in comparison 
with ABC algorithm. Taking into account other 
architectural constraints is one of the direct perspectives in 
this work. Another one is to propose other approaches or 
hybrid algorithm for multi-objective partitioning problem. 
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