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Abstract 
Bit rate is an important issue since it can increase the throughput 

and make the network faster. However, in order to increase the 

rate, we should take the channel condition into account. Our 

proposed algorithm aims to increase the rate based on the 

negotiation between the sender and the receiver. Therefore, we 

make the receiver respond to the sender and based on its response, 

the sender can decide whether to increase the rate or keep the 

current one. IEEE 802.11 b provides a bit rate within the rates: 1, 

2, 5.5 and 11 mbps, and to increase or decrease the rate it uses 

Auto Rate Fallback algorithm which depends on number of 

successive packet to make a decision. 
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1. Introduction 

Since introduced in 1980s, wireless network has been 

continuously studied and developed by many researchers 

and companies. Among various kinds of wireless network 

(which are usually distinguished by coverage and/or speed), 

wireless LAN is the one most popularly used in these days 

because of the maturity of its technology and practicality. 

Wireless LAN currently provides wider coverage than 

Blue tooth and faster and more stable data transfer than 

WiBro or WiMAX [7]. Many approaches have been 

proposed for wireless LAN and one of them, IEEE 802.11, 

is chosen as a standard, which is also known as Wi-Fi 

[4][6]. 

Still there are several protocols in 802.11 itself – a, b, g 

and n. They have different frequency range and data rate. 

Among those, the newest one, 802.11n (Released on Oct. 

2009) has come into spotlight because it has the fastest 

data rate and widest indoor/outdoor range and Wi-Fi 

devices which recently come out to market usually provide 

802.11n protocol. Table 1 shows the comparison of those 

protocols in summary [5][6]. 

 

 

Table 1: Summary of IEEE 802.11 standards 
Protocol Frequency Data rate 
802.11a 5GHz 6 to 54 Mbps 
802.11b 2.4GHz 5.5 to 11 Mbps 
802.11g 2.4GHz 6 to 54 Mbps 
802.11n 2.4GHz/5GHz 7.2 to 150 Mbps 

 

Like other network, to maximize throughput is the most 

significant issue in wireless LAN technology. While either 

constant bit rate or variable bit rate is used, variable bit rate 

is better for wireless LAN when the network connectivity 

is often unstable. To maximize throughput, one may 

control bit rate according to status of the network from 

time to time. If one selects high bit rate, the data can be 

transferred faster compared to low bit rate but the 

possibility of data loss also gets higher. On the other hand, 

when low bit rate is used, the data transfer would be stable 

but it may cause waste of bandwidth in case that the 

network connection has redundant capacity besides the 

transfer [1]. 

To resolve this issue, some bit rate selection algorithms 

have been suggested [3][5], and we’ve found one 

possibility of how to improve them. Therefore, we propose 

a modified version of bit rate selection algorithm and show 

how this algorithm is more effective than the earlier 

version with a simulation result. 

In this paper, the decision of increasing the bit rate 

depends on the negotiations between the sender and the 

receiver. If the receiver accepts the higher rate, the sender 

increases the rate, otherwise, the current rate will be used. 

In the rest of paper, we will first introduce related work 

which is considered as a reference and its limitation, and 

then we discuss the detail of our proposed algorithm. Next, 

simulation environment and the experiment result will be 

discussed and we will wrap up with conclusion. 

2. Related Work 

Auto Rate Fallback (ARF) [3] is the first bit rate selection 

algorithm, initially developed for Wave LAN 802.11 cards, 

which implemented the 802.11 DSSS standard. Wireless 
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network condition may change due to many reasons, such 

as transient noise or moving receivers. Since the best 

transmission bit rate, determined by the number of 

consecutive successful transmissions, depends on the 

network condition, one might face situations where a 

higher or lower rate can be the best for the moment.  

The ARF algorithm is designed to utilize the best rate and 

subsequently optimize the application throughput. How the 

algorithm works is explained, as followed: 

 When an ARF enables transmitter starts a session, it 

will use the highest bit rate and will send a probe 

message. If the probe message is acknowledged, the 

transmitter will use the bit rate to send the actual 

payload, otherwise the bit rate will be decreased to the 

next lower step and send the probe message again. 

 During a transmission the ARF algorithm sets a 

counter, which counts the number of consecutive 

successful transmissions. If the counter hits 10, it will 

send a new probe message on a higher bit rate if it 

exists. In case of an acknowledgement, the transmitter 

will alter to the new bit rate and in case of loss, the 

transmission bit rate will be reset back to the previous 

bit rate. 

 But if the current transmission rate faces 1 or 2 packet 

failures due to network changes, the transmitter will 

decrease its bit rate. 

 

The algorithm is simple and easy to implement by keeping 

small state information. Nevertheless, ARF suffers from 

two problems [5]: 

 If the network condition changes frequently and fast, it 

cannot adapt effectively. For example, in networks 

where the channel condition changes occur in a 

shorter time period than 10 transmissions, ARF will 

always utilize the lower bit rate. 

 If the network reaches a stable state, ARF will still try 

to alter to the next higher bit rate periodically, despite 

the fact that all probe messages will not get 

acknowledged. Consequently, the ARF algorithm 

wastes possible bandwidth in stable states. 

 

ARF can handle short-term variations in network condition. 

It is also feasible, if the wireless receiver changes its 

position.  But in practice, a worker with a laptop will not 

change its position while working. It is unlikely that 

someone types while moving. Accordingly, there will be a 

period of time where the network condition will be stable. 

In this case, ARF will not perform well since it will still try 

to increase the bit rate every 10 successful transmissions 

and waste 1/11 of the available bandwidth, as described 

previously. So consequently, for a better bandwidth 

utilization where the network condition is stable, we have 

to decrease the number of probe messages. 

In contrast to ARF, the Adaptive ARF (AARF) can 

continuously change the threshold, where a probe message 

should be sent on the next higher bit rate, to better reflect 

the network condition [5]. The current threshold will be 

determined according to history data by using Binary 

Exponential Back off (BEB). Similar to ARF, AARF will 

fall back to the previous bit rate, but in addition, AARF 

will increase the time where the next probe will be sent by 

multiplying the current threshold by two, until a number of 

50 successful consecutive transmissions is not exceeded. 

Setting the required number of consecutive successful 

transmission on a high value might improve the throughput. 

But a high value also implies a slower reaction to short-

term network condition changes. 

A Soft Rate is proposed by [9] in which the log-likelihood 

ration is used of the correct bit at sender side. At the 

receiver side, the BER is precisely computed by the hints 

from the sender. The approach reduces the error in 

increasing or decreasing the rate due to the high interfering. 

An algorithm to determine the optimal data rate of 

different data sources is proposed by [10]. It aims to 

minimize the total distortion for a given bit rate constraints. 

The authors of [11] develop a quality of experience system 

for the management of the HTTP adaptive bit rate. To sum 

up, AARFs behavior will be the same as ARF if the 

networks condition varies fast. But since AARF reduces 

the number of probe messages when the network condition 

is stable, it can offer a better throughput.  

The proposed method differs from the existing work in 

terms of the way of sensing the channel. The negotiations 

between the sender and the receiver is the base of changing 

the bit rate. This approach aims to reduce the number of 

dropped packets that most of the existing approach suffer 

from. Moreover, the throughput of the network will be 

increased as well. 

3. Proposed Algorithm 

3.1 Motivation 

Traditional bit rate selection algorithms share some 

common problems, as followed: 

 Since they are probing the network conditions, some 

bandwidth overhead is always present. 

 Using probe messages limits the capability of the 

algorithm to react to short-term network condition 

changes without degrading application throughput 

significantly. 
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 Also, the fact, whether the new bit rate to be selected 

is feasible, is not really evaluated. 

3.2 Algorithm Requirements 

Based on the problems, we define the algorithm 

requirements, as followed: 

 Negotiation between the sender and the receiver 

should not create additional bandwidth overhead. 

 Next higher bit rate should be evaluated. 

 Altering to the next higher bit rate only if the 

application throughput can increase. 
 

In our algorithm (Section 3.3), we need to know how to 

compute Signal to Noise and interference Ratio (SNR), Bit 

Error Rate (BER), and Frame Error Rate (FER). Therefore, 

we explain the definition of these terms in the following 

paragraphs. 

The SNR is calculated by the following formula [8]. 

𝑆𝑁𝑅 = 10 × 𝑙𝑜𝑔
𝑅𝑥𝑃𝑜𝑤𝑒𝑟

𝑁𝑜𝑖𝑠𝑒
   (1) 

where𝑅𝑥𝑃𝑜𝑤𝑒𝑟  is the frame signal at the receiver. It is 

calculated by   propagation model and 𝑁𝑜𝑖𝑠𝑒 is calculated 

from the receiver sensitivity of the data rate used by the 

frame. 

If other frames arrive at the receiver when it is currently 

receiving one frame, the SNR of this receiving frame is 

𝑆𝑁𝑅 = 10 × 𝑙𝑜𝑔
𝑅𝑥𝑃𝑜𝑤𝑒𝑟

𝑁𝑜𝑖𝑠𝑒+∑ 𝑅𝑥𝑃𝑜𝑤𝑒𝑟𝑖
𝑖−1
𝑖=1

  (2) 

where𝑅𝑥𝑃𝑜𝑤𝑒𝑟𝑖 is the signal strength of other frames at the 

receiver. 

When SNR and modulation method are known, BER can 

be derived theoretically. We also can obtain BER value 

from empirical curves measured for particular product. 

There is a table which gives the relationship between BER 

and SNR and Modulation of Intersil HFA3681B chipset 

under AWGN channel model [8]. The table is used to 

calculate BER from SNR. 

Since Preamble, PLCP header, data of one 802.11b frame 

may be transmitted with different modulation scheme and 

different modulation schemes have different receiver noise 

floor, we should calculate their SNR, BER separately. 

Next, we can calculate FER of that frame and determine 

whether the frame is received correctly or not [8]. 

3.3 Enhanced Auto Rate Fallback 

The main idea for Enhanced Auto Rate Fallback (EARF) is 

to use the packet payload for making negotiations between 

sender and receiver, and based on these negotiations the 

algorithm will decide to increase the bit rate or stay on the 

same bit rate. Accordingly, negotiations between sender 

and receiver can be done without additional bandwidth 

overhead, since control information will be exchanged 

piggyback on the MAC frames. 

Unlike the traditional algorithms, the proposed algorithm 

triggers the bit selection procedure after three successful 

transmissions. Having a shorter checking time results in a 

better ability to react to short-term network condition 

changes. The sender requests the receiver on the fourth 

message to raise the transmission bit rate to the next level. 

After receiving the request, the receiver calculates its 

frame bit error (FER) for the new requested bit rate and 

accepts the new bit rate if frame bit error rate is low 

enough by using the ACK frame. With permission in the 

ACK frame the sender starts to transmit with the new bit 

rate on the fifth message. In case of dropping network 

condition, the ARF bit rate decrease scheme will be used. 

According to the algorithm requirements, EARF evaluates 

the next higher bit rate before altering to it, there will be no 

bandwidth overhead and finally, we can also handle with 

short-term network condition changes efficiently. Two 

boxes below explain the algorithms for the sender side and 

the receiver side. 

 
 

 

4. Simulation Environment 

For the simulation, we use Exata 2 Simulator to prove the 

feasibility of the proposed algorithm (EARF). 
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In our scenario as depicted in Figure 1, we have 8 nodes 

and constant bit rate (CBR) as an application between 

Node 2 and Node 6.  

EARF needs to know some parameters from both physical 

and MAC layers in order to detect the FER. Moreover, 

EARF needs to activate the conventional ARF which 

already exists on the Exata simulator in order to compare 

the result of both algorithms. 

 

Fig. 1 Simulation Components 

Firstly, Figure 2 explains the parameters setting in physical 

layer. Secondly, Figure 3describes the parameters setting 

in Mac layer. And finally, Figure 4 shows the general 

parameters setting in our simulation 

 

Fig. 1 Parameters used in physical layer 

 

Fig. 3 Parameters used in Mac layer 

 

Fig. 4 General parameters used in our simulation 

5. Simulation Results 

We conducted a simulation to see the feasibility of our 

work. In this section, we will show the results from the 

simulation shown in the previous section. 

 

Fig. 5 Throughputproposed method compared to the one from ARF 

Throughput 

The first result of our work is the throughput. As we can 

see from Figure 5, the throughput of the new technique 

shows a small improvement compared to the current ARF. 

We claim that our technique is helpful in term of 

increasing the rate which affects the throughput. Our 

analysis is that we try to increase the rate before ten 

successive packets received and the other important thing 

in our approach is we do not use any additional packet for 

increasing the rate. We use only the packets transmitted 

from sender to receiver and the ACK control packet sent 

from receiver to sender. 

Packet Retransmission 

Another metric we have measured is the number of packets 

that have been retransmitted due to time out. Figure 6 

shows that our work performs well and has fewer numbers 

of retransmitting packets. This happens because of two 

reasons. Firstly, we use the packet payloads between 

sender and receiver to make a decision. Secondly, the 

sender does not increase the rate until one receives an 

ACK from the receiver which tells one to increase the rate. 
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Fig. 6 Number of packet retransmissions due to ACK timeout 

6. Conclusion 

We propose a modified algorithm to increase the bit rate 

based on ARF algorithm. Our algorithm depends on the 

end nodes and the negotiations between them. Also, our 

algorithm performs better than ARF in terms of packet 

dropping and having the ability to take a decision whether 

increase the rate or not. Our algorithm starts to increase the 

rate after the third successive transmission while the ARF 

need ten successive transmissions before trying to increase 

the rate. Therefore, our algorithm makes the receiver 

participate in deciding whether or not increase the rate. 

We made a simulation using Exata 2.1 Simulator to test 

our new technique. From the simulation, our algorithm 

shows an improvement from the previous algorithm in 

terms of throughput and number of packet dropping. We 

believe our algorithm performs well and can be a good 

improvement for the ARF algorithm. 
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