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Summary 
One of the mathematical based techniques used for processing 
the medical images in order to identify the irregularity properties 
of these images is employing different types of Image processing 
algorithms. Detecting these abnormalities in terms of their risk of 
malignancy such as tumors in thyroid gland is of a major 
importance in nuclear medicine which is known as cold nodules. 
In this study, the radioisotope image of thyroid gland is used for 
extracting the cold nodules based on hot nodule extraction. For 
this purpose, two routes are employed which will be unified later 
for nodule extraction through a simple intelligent system. At First, 
the gray level of blue channel of the target image is mapped from 
range of [0,1] to [1,0] that a portion of the resulted image will be 
selected according to a predefined threshold. Second, the color 
image will be transformed into gray scale which will be then 
enhanced by circular average filtering and highlighting the 
intensity methods. Moreover, thresholding stage will also be 
applied to the obtained image in the second approach. After all 
both resulted images will be added and mapped will be then from 
range of [0,1] to [1,0]which will be ready for feature extraction 
using the simple hill climbing methodology. The results showed 
that after executing the process for hundred times the best area 
for cold nodule will be identified with high accuracy. In 
conclusion, it has been shown that by using image processing 
technique along with a simple intelligent system such as hill 
climbing algorithm, one can achieve the highest performance (i.e., 
accuracy of 0.9896) in detecting the malignancy in several 
medical related images. 
. 
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1. Introduction 

The thyroid gland is located in front of larynx, under 
Adam’s apple in the neck. This gland has two lobes with a 
butterfly shape. Thyroid gland is one of the endorcine 
glands with the ability of producing thyroid hormones. 
The thyroid gland with the help of thyroid hormones 
controls heart rate regulation, weight, body temperature, 
and blood pressure. Also, It can influence the childhood 
intelligence and growth, as well as the adults metabolism 
and secreting vital hormones such as levothyroxine and 
triiodothyronine [1-5].Based on the literature reports, the 

incidence rate of affected patients with malignant thyroid 
nodules and hence the thyroid cancer in children is more 
than adults however, the recurrence rate is close to 40 
percent[6, 7].This is mostly due to the geographical, 
regional and nutritional issues which results in varying 
thyroid disorders[8]. Therefore, determining malignancy 
or any types of abnormalities in the thyroid nodules  from 
radioisotope images of thyroid gland is of much interest, 
however, several image processing and intelligent 
techniques on types of images including ultra-sonography 
(USG), single photon emission computed tomography 
(SPECT) and planar scintigraphy using neural networks 
fuzzy and genetic algorithm based approaches with 
varying performances[3]. 
The most well-known application of image processing 
technique in medical sciences is to reveal the specific 
patterns of images for determination or more investigation 
where detection of objects is of interest is of high priority. 
This technique has been widely used for diagnosing 
diseases such as cervical, lung ,thyroid, and breast cancers 
to mention a few[9-15].And hence, these can be 
implemented via various algorithms for the sake of 
processing the medical images [16, 17]. For diagnosing 
thyroid nodules, there are some imaging technologies to be 
considered which may include the magnetic resonance 
imaging (MRI), radiology, radioactive iodine scan, 
computed tomography and ultra sonography (USG)[17], 
and ultrasound [18]. Among them, we studied radioactive 
iodine scan of thyroid due to the high accuracy and 
resolution of the images which are the initial requirements 
for any image processing methodologies.  
Considering the advanced development in molecular 
imaging technologies, diagnosis and treatment of thyroid 
nodules can be dramatically improved. Moreover, 
molecular imaging technology carried out by the 
radioactive iodine uptake can be used widely for thyroid 
nodules treatment [19].  Thyroid uptakes radioactive 
iodine can be appeared in three forms including hot, warm, 
and cold nodules. Due to the higher risks of malignancy, 
diagnosis of cold nodules is very important [20]. However, 
in the case of hot nodules the physicians are recommended 
to perform additional tests as these nodules are mostly 
considered as benign.[21]. Although, one of the recent 
studies orally presented in an Iranian national conference 
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(i.e.,  8th Iranian conference on electrical and electronic 
engineering) had conducted a pilot study on these types of 
images in 2016 [22], however, in the current study, a 
rigorous and efficient approach for image pre-processing 
has been developed. The aim of this study is to take the 
advantage of image processing techniques which is 
followed by an algorithmic flowchart to detect 
qualitatively the thyroid cold nodules in radioactive 
images. To the best of authors’ knowledge, this study is 
the first to study the thyroid cold nodules carried out based 
on novel approaches using thyroid radioactive images as 
well as other newly used image processing algorithms. 
Additionally, we believe that the appropriate selection of 
preprocessing techniques can be effective in increasing the 
performance of diagnosis intelligent system and the same 
can be true for properties of a good classifier as confirmed 
in the ultrasound research [18]. 

2. Materials and Methods 

For constructing the image dataset for input of the 
implemented image processing procedure, 200 RGB 
thyroid radioactive images were used. The first step of the 
current image processing approach for detecting cold 
nodules in thyroid radioactive images is to perform pre-
processing to enhance the input images for further 
analyses. The image pre-processing or image enhancement 
step was done to eliminate any types of existing noises, 
corruption or interference or in other words enhancing and 
making the images for better processing outcomes. In this 
step, combination of several algorithms was applied. First 
of all, a two way procedure according to Fig 1 originating 
from the original image was designed where both grey 
scale as well as grey level of blue channel of the images 
play important roles to carry on the next steps due to the 
characters of the target images environment. The reason 
behind taking the advantage of grayscale of the images 
was simply  that the color images were more complex 
models while compared to grayscale ones for decreasing 
the dimensional features and computational costs. The 
route that was started by the extracted grey level of blue 
channel image was continued by logical negation (to 
enhance the contrast) and thresholding (segmentation) 
approaches. Whereas the routed started by the converted 
image in to grey scale mode, went on by performing the 
circular average 2D filter which smoothens along 
diagonals rather than rows and columns to enhance the 
image, highlighting the region, and thresholding the 
images. These two routes would be merged by a logical 
summation and then, the logical negation would be applied 
to the resulted summed image. The second step that was 
done above is the image segmentation which means to 
divide and segment the enhanced image by thresholding 

algorithms with the same thresholding algorithms and 
settings.  
The last step in this procedure was feature extraction 
where finding the region of interest (ROI)(i.e., cold 
nodules) was carried out using hill climbing algorithm 
which had low computational costs while compared to the 
genetic algorithms (GAs). For achieving the best results, 
this algorithm would be run hundred times on the final 
image to find the ROI with the highest number of white 
pixels. 
The schematic procedure shown in Fig 1 was implemented 
and programmed in MatlabR2013a. The computer system 
used for nodule identification had the hardware 
specifications with CPU Core i5, 6GB RAM, and 1TB 
hard disk.  

 
Fig1. Flowchart of the nodule extraction method consisting of 
pre-processing (image enhancement), segmentation, feature 
extraction and nodule detection. 

 
For assessing the performance of the proposed procedure, 
Matthew’s correlation coefficient, accuracy, sensitivity, 
specificity, and F Score measurement criteria [23] were 
used using the extracted region of interest and the manual 
section of the region (known as gold standard). 

 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑇𝑇𝑇𝑇×𝑇𝑇𝑇𝑇−𝐹𝐹𝐹𝐹×𝐹𝐹𝐹𝐹
�(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)

 (1) 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

             (2) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                         (3) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                         (4) 

𝐹𝐹 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 2𝑇𝑇𝑇𝑇
2𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹+𝐹𝐹𝐹𝐹

                        (5) 
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3. Results and discussion 

3.1. Image Enhancement 
 

At the first step, the image enhancement generally 
known as image pre-processing is applied on the images 
to improve the perception of images data set for 
automatic pattern detection via image processing 
techniques. In a two route procedure for taking 
advantage of both grey distribution of blue channel 
(dark) and grey scale of the images, the output of each 
step is illustrated in Fig 2. The original input image is 
shown in Fig 2a, whereas figures 2b and 2c show the 
converted form of the sample image in terms of 
extracted grey distribution of blue channel and the 
converted grey scale. Spatial and frequency domain 
methods are the known image enhancement techniques 
[16, 24]. Considering the left route (i.e., extracted grey 
distribution of blue channel), only logical negation is 
performed (Fig 2d) and the other route for performing 
the image enhancement, a 2D filter (circular averaging 
filter) is applied followed by highlighting the intensity. 
The results of these two steps are shown in figures 2e 
and 2g, respectively. 

 3.2. Image Segmentation 

Image segmentation is an inseparable part of any image 
description and recognition technique which can divide 
image into black and white regions by using pre-defined 
threshold values[25]. Detection of abnormalities like 
tumors and tissues classification can be carried out by 
image segmentation techniques. It labels every pixel of 
image so the pixels with the same label similar 
characteristics. This is commonly done for making the 
medical images easy to analyze and interpret [26]. 
Discontinuity and similarity are properties of image 
segmentation which are based on edge and histogram 
thresholding, respectively [24]. Thresholding is one of 
the most important methodologies in image 
segmentation during the past twenty years. After 
applying the thresholding on the resulted images, the 
pixels will change into logical (1 or 0). Thresholding can 
increase the speed of processing and reduce the space 
that is needed to store the image [27]. Figures 2f and 2h 
are the results of the previous stages of image 
enhancement (figures 2d and 2g) after thresholding 
procedure. 

3.2. Feature Extraction for Nodule Detection 

After applying image enhancement and image 
segmentation, two other techniques namely logical 
summation and negation are applied where their output 
are shown in figures 2i and 2j. In this step, one may 
only make the image more clear however, it's not 

enough since the ROI has not been found automatically. 
Therefore, it is essential to implement an algorithm to 
determine the cold nodules (the biggest white regions) 
which are the regions of interest (ROIs). For this 
purpose, a simple hill climbing algorithm followed by 
hundred times of consecutive runs will be performed in 
order to be sure that the heuristic methodology will 
finally find the ROI with largest area in terms of 
number of pixels. 

Other literature articles have used several intelligent 
systems methodologies such as artificial neural 
networks (ANNs), genetic algorithm (GA), Fuzzy 
Support Vector Machines (F-SVM) and Support 
Vector Machines (SVM) to mention a few [17, 28, 29]. 
A recent study employed extreme learning machine 
(ELM) approach for diagnosing benign and malignant 
thyroid tumors based on the features of ultrasound 
images (i.e., echogenicity, calcification, margin, 
composition, and shape via ReliefF method [30]) 
which achieved 87.7% accuracy, 78.9% sensitivity, 
and 94.6% specificity [18], and hence they are not 
comparable with the current approach which is 
different in terms of target images, image processing 
techniques and automated intelligent system. The hill 
climbing algorithm is an optimization technique, 
similar to genetic algorithm with less computational 
costs and complexity in comparison to seeded region 
growing [31] (used mostly for multiple region 
extraction), which also works with random numbers 
and finds local optimums [32]. By applying the hill 
climbing algorithm on Fig 2j which had shown good 
results in other studies as well [33], a random point 
will be chosen from white regions of the image. And, 
the developed algorithm starts to count the white pixels 
from that point to North, North West, North East, 
South, South West, South East of the image until it 
faces the black regions. The approach is repeated this 
procedure one hundred times and finds the ROI with 
the highest count numbers as the cold nodule place. 
The best result is illustrated in Fig 2k. In this study, the 
extracted region will be the only qualitative feature for 
diagnosing the cold nodules. However, the structures 
of cold and hot nodules are different and can be easily 
discriminated using the proposed algorithm. 

By applying the developed procedure including 
the image processing techniques and intelligent system, 
on the target images, the results showed that a high 
performance has been achieved that is summarized in 
Table 1. The average of the overall performance for 
Mathew's correlation coefficient (MCC), Accuracy, 
Sensitivity, Specificity, and F score are 0.83092, 
0.9896, 0.8, 0.997, and 0.83405, 
respectively which is an indication for the high 
performance of the proposed methodology. The 
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obtained results for the new proposed method are 
indicative of  the fact that even if the same region 
growing hill climbing method is employed for the final 
step as in our previous study [22], however, due to the 
different initial pre-processing algorithms, better 
results have been achieved in the current study. 

 

Fig 2.The results of each step in the Fig 1 flowchart. (a) Original 
RGB thyroid radioactive image illustrated in grey scale mode (b) 
Extracted grey distribution of blue channel of the original RGB 
image (c) Converted RGB image into grey scale (d) Logical 
negation of grey distribution of blue channel (transformed 
negative  form) (e) Circular averaging 2D-filter of grey scale 
image (f) Thresholding of the negation form (g) Highlighting the 
region (h) Thresholding of highlighted region (i) Logical 
summation of (g) and (h) (j) Logical negation of the resulted 
image (j) Revealed thyroid cold region by hundred times of  hill 
climbing.
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Table 1- List of performance results on cold nodule detection in terms of Matthew's correlation coefficient (MCC), 
Accuracy, Sensitivity, Specificity, and F score. 

IMG MCC Accuracy Sensitivity Specificity F-Score IMG MCC Accuracy Sensitivity Specificity F-Score 
1 0.8152 0.9838 0.7322 0.9969 0.8175 101 0.809 0.9923 0.825 0.9958 0.8126 
2 0.8565 0.9873 0.77 0.9986 0.8571 102 0.818 0.993 0.8052 0.9968 0.8216 
3 0.8975 0.9907 0.8494 0.9981 0.9006 103 0.861 0.9946 0.8408 0.9978 0.863 
4 0.8283 0.9849 0.745 0.9974 0.8302 104 0.804 0.9919 0.8387 0.9951 0.8074 
5 0.8772 0.989 0.8034 0.9987 0.8787 105 0.806 0.9921 0.8375 0.9952 0.8095 
6 0.9054 0.9914 0.8546 0.9985 0.908 106 0.804 0.9922 0.8121 0.9959 0.8081 
7 0.8661 0.9879 0.8245 0.9964 0.8709 107 0.811 0.9926 0.8038 0.9965 0.8147 
8 0.8477 0.9865 0.7372 0.9996 0.8447 108 0.796 0.9918 0.8193 0.9953 0.8002 
9 0.888 0.9899 0.8387 0.9977 0.8913 109 0.86 0.9947 0.8149 0.9984 0.8613 
10 0.8498 0.9867 0.7581 0.9986 0.8498 110 0.805 0.9924 0.7981 0.9964 0.8083 
11 0.8617 0.9876 0.8028 0.9972 0.8653 111 0.786 0.9917 0.7721 0.9962 0.7895 
12 0.8992 0.9909 0.8406 0.9987 0.9014 112 0.78 0.9914 0.7739 0.9959 0.7838 
13 0.8358 0.9854 0.772 0.9965 0.8399 113 0.797 0.992 0.7999 0.996 0.8015 
14 0.8485 0.9864 0.8002 0.9961 0.8536 114 0.813 0.9927 0.8061 0.9965 0.8167 
15 0.7815 0.9811 0.6855 0.9965 0.7826 115 0.787 0.9917 0.7819 0.996 0.7909 
16 0.8555 0.9871 0.784 0.9977 0.858 116 0.825 0.9933 0.8002 0.9973 0.8282 
17 0.8792 0.9891 0.8173 0.9981 0.8818 117 0.782 0.9915 0.7805 0.9958 0.7867 
18 0.8343 0.985 0.7981 0.9948 0.8408 118 0.872 0.9951 0.8393 0.9983 0.8733 
19 0.8553 0.987 0.807 0.9964 0.8601 119 0.796 0.9918 0.8161 0.9954 0.8001 
20 0.8596 0.9875 0.7861 0.998 0.8617 120 0.814 0.9926 0.8236 0.9961 0.8181 
21 0.8847 0.9896 0.8351 0.9976 0.8882 121 0.795 0.9917 0.8128 0.9954 0.7988 
22 0.8843 0.9896 0.8192 0.9985 0.8865 122 0.821 0.9928 0.8405 0.9959 0.8241 
23 0.776 0.9807 0.6677 0.9971 0.7748 123 0.821 0.9928 0.8405 0.9959 0.8241 
24 0.8438 0.9862 0.7518 0.9984 0.844 124 0.783 0.9915 0.7828 0.9958 0.7877 
25 0.8943 0.9904 0.8563 0.9974 0.8982 125 0.838 0.9937 0.8287 0.9971 0.8413 
26 0.8975 0.9907 0.8494 0.9981 0.9006 126 0.809 0.9923 0.825 0.9958 0.8126 
27 0.8151 0.9839 0.6882 0.9994 0.8093 127 0.827 0.9932 0.8266 0.9966 0.8303 
28 0.868 0.9882 0.7941 0.9983 0.8698 128 0.814 0.9926 0.8236 0.9961 0.8181 
29 0.8975 0.9907 0.8494 0.9981 0.9006 129 0.814 0.9926 0.8236 0.9961 0.8181 
30 0.8866 0.9896 0.8595 0.9964 0.8914 130 0.84 0.9939 0.8166 0.9975 0.8429 
31 0.8927 0.9903 0.8326 0.9985 0.895 131 0.795 0.9917 0.8128 0.9954 0.7988 
32 0.8335 0.9854 0.7308 0.9987 0.8322 132 0.78 0.9914 0.7739 0.9959 0.7838 
33 0.8688 0.9882 0.8055 0.9978 0.8717 133 0.792 0.9916 0.8157 0.9952 0.7961 
34 0.8981 0.9908 0.8309 0.9991 0.8995 134 0.783 0.9915 0.7828 0.9958 0.7877 
35 0.8679 0.9882 0.8036 0.9978 0.8707 135 0.806 0.9922 0.8263 0.9956 0.8099 
36 0.7924 0.9819 0.7123 0.9959 0.7958 136 0.837 0.9937 0.826 0.9971 0.8403 
37 0.8141 0.9837 0.7224 0.9974 0.8151 137 0.806 0.9922 0.8263 0.9956 0.8099 
38 0.8647 0.9879 0.7846 0.9986 0.8658 138 0.804 0.9919 0.8387 0.9951 0.8074 
39 0.8791 0.9891 0.8217 0.9978 0.8821 139 0.83 0.9932 0.8453 0.9962 0.8329 
40 0.8568 0.9872 0.7853 0.9978 0.8593 140 0.8 0.992 0.8117 0.9957 0.8036 
41 0.813 0.9836 0.7224 0.9973 0.8142 141 0.837 0.9937 0.8171 0.9973 0.8396 
42 0.756 0.979 0.6668 0.9953 0.7589 142 0.824 0.993 0.8263 0.9965 0.8272 
43 0.8847 0.9896 0.8351 0.9976 0.8882 143 0.852 0.9943 0.8268 0.9978 0.8542 
44 0.8274 0.9845 0.7838 0.9949 0.8336 144 0.806 0.9921 0.8375 0.9952 0.8095 
45 0.8163 0.9838 0.7479 0.9961 0.8205 145 0.804 0.9919 0.8387 0.9951 0.8074 
46 0.8841 0.9895 0.8361 0.9975 0.8877 146 0.795 0.9918 0.813 0.9954 0.7993 
47 0.8619 0.9876 0.7974 0.9976 0.8649 147 0.821 0.9928 0.8405 0.9959 0.8241 
48 0.8982 0.9908 0.8468 0.9983 0.901 148 0.816 0.9927 0.8217 0.9962 0.8192 
49 0.8049 0.9831 0.6861 0.9986 0.801 149 0.791 0.9918 0.7837 0.9961 0.7946 
50 0.9054 0.9914 0.8546 0.9985 0.908 150 0.846 0.9941 0.8201 0.9977 0.8489 
51 0.8302 0.9848 0.7815 0.9954 0.836 151 0.809 0.9923 0.825 0.9958 0.8126 
52 0.877 0.989 0.7939 0.9992 0.8773 152 0.793 0.992 0.7792 0.9964 0.7973 
53 0.8167 0.9837 0.7532 0.9958 0.8214 153 0.796 0.9918 0.8161 0.9954 0.8001 
54 0.85 0.9867 0.7651 0.9983 0.851 154 0.789 0.9917 0.7891 0.9959 0.7932 
55 0.8857 0.9897 0.8234 0.9984 0.8881 155 0.788 0.9917 0.788 0.9959 0.7924 
56 0.885 0.9896 0.83 0.998 0.8881 156 0.834 0.9937 0.7983 0.9977 0.8363 
57 0.8372 0.9855 0.7715 0.9967 0.8409 157 0.83 0.9932 0.8453 0.9962 0.8329 
58 0.9054 0.9914 0.8546 0.9985 0.908 158 0.826 0.993 0.8399 0.9962 0.8292 
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59 0.8344 0.9852 0.7744 0.9963 0.8389 159 0.811 0.9926 0.8038 0.9965 0.8147 
60 0.8716 0.9885 0.8117 0.9977 0.8747 160 0.782 0.9915 0.7805 0.9958 0.7867 
61 0.8428 0.986 0.778 0.9969 0.8465 161 0.815 0.9927 0.8165 0.9963 0.8183 
62 0.8218 0.9842 0.7569 0.9961 0.8262 162 0.788 0.9917 0.7822 0.996 0.7917 
63 0.8866 0.9896 0.8595 0.9964 0.8914 163 0.804 0.9919 0.8387 0.9951 0.8074 
64 0.8793 0.9891 0.8148 0.9983 0.8817 164 0.818 0.993 0.8052 0.9968 0.8216 
65 0.7815 0.9811 0.6855 0.9965 0.7826 165 0.852 0.9943 0.8268 0.9978 0.8542 
66 0.8645 0.9877 0.8218 0.9964 0.8693 166 0.818 0.9928 0.8262 0.9962 0.8217 
67 0.8765 0.9889 0.8144 0.998 0.8792 167 0.822 0.993 0.8215 0.9966 0.826 
68 0.8072 0.983 0.7417 0.9956 0.8121 168 0.78 0.9914 0.7739 0.9959 0.7838 
69 0.8645 0.9877 0.8218 0.9964 0.8693 169 0.789 0.9917 0.789 0.9959 0.7936 
70 0.8045 0.9827 0.7417 0.9953 0.8097 170 0.828 0.9931 0.8376 0.9963 0.8312 
71 0.8798 0.9891 0.8271 0.9976 0.8832 171 0.821 0.9928 0.8405 0.9959 0.8241 
72 0.8163 0.9838 0.7408 0.9965 0.8196 172 0.812 0.9926 0.8136 0.9963 0.8157 
73 0.7738 0.9804 0.6812 0.9961 0.7757 173 0.791 0.9917 0.7939 0.9958 0.7949 
74 0.8742 0.9887 0.8184 0.9976 0.8776 174 0.84 0.9938 0.8252 0.9973 0.843 
75 0.8799 0.9891 0.833 0.9973 0.8838 175 0.804 0.9922 0.8121 0.9959 0.8081 
76 0.8622 0.9876 0.806 0.9971 0.866 176 0.816 0.9926 0.8367 0.9958 0.8198 
77 0.8567 0.9873 0.7713 0.9985 0.8574 177 0.827 0.9933 0.8172 0.9969 0.8306 
78 0.8612 0.9875 0.8059 0.997 0.8651 178 0.806 0.9922 0.8263 0.9956 0.8099 
79 0.8221 0.9842 0.7603 0.9959 0.8269 179 0.811 0.9926 0.8038 0.9965 0.8147 
80 0.888 0.9899 0.8387 0.9977 0.8913 180 0.8 0.992 0.8155 0.9956 0.8037 
81 0.8799 0.9891 0.833 0.9973 0.8838 181 0.813 0.9927 0.8028 0.9966 0.8167 
82 0.8408 0.986 0.7471 0.9984 0.8408 182 0.783 0.9916 0.7714 0.9961 0.7875 
83 0.8866 0.9896 0.8595 0.9964 0.8914 183 0.828 0.9932 0.8322 0.9965 0.8312 
84 0.8059 0.983 0.7247 0.9965 0.8087 184 0.782 0.9915 0.7805 0.9958 0.7867 
85 0.8228 0.9845 0.701 0.9993 0.818 185 0.792 0.9916 0.8157 0.9952 0.7961 
86 0.7921 0.9821 0.6727 0.9982 0.7884 186 0.861 0.9946 0.8408 0.9978 0.863 
87 0.8005 0.9824 0.7382 0.9951 0.806 187 0.789 0.9917 0.789 0.9959 0.7936 
88 0.8567 0.9871 0.8108 0.9963 0.8616 188 0.819 0.993 0.8082 0.9968 0.8228 
89 0.834 0.9851 0.7859 0.9955 0.8396 189 0.823 0.993 0.8251 0.9965 0.8266 
90 0.8752 0.9888 0.82 0.9976 0.8786 190 0.797 0.9918 0.8206 0.9953 0.801 
91 0.7894 0.9817 0.696 0.9966 0.7907 191 0.804 0.9921 0.8259 0.9955 0.8074 
92 0.8293 0.9849 0.7613 0.9965 0.8331 192 0.806 0.9922 0.8263 0.9956 0.8099 
93 0.8514 0.9868 0.7575 0.9988 0.851 193 0.8 0.9923 0.7816 0.9966 0.8032 
94 0.7967 0.9824 0.6917 0.9976 0.7958 194 0.791 0.9917 0.7939 0.9958 0.7949 
95 0.8839 0.9895 0.835 0.9976 0.8875 195 0.804 0.9921 0.8218 0.9956 0.8083 
96 0.8089 0.9833 0.7204 0.997 0.8106 196 0.801 0.9923 0.7816 0.9967 0.8045 
97 0.8421 0.9858 0.7953 0.9957 0.8475 197 0.83 0.9934 0.8264 0.9968 0.8337 
98 0.8927 0.9903 0.8326 0.9985 0.895 198 0.813 0.9927 0.8028 0.9966 0.8167 
99 0.8336 0.985 0.7876 0.9954 0.8394 199 0.796 0.9921 0.7796 0.9965 0.8 
100 0.8731 0.9886 0.8158 0.9976 0.8764 200 0.801 0.9924 0.7742 0.9969 0.8042 
        MCC Accuracy Sensitivity Specificity F-Score       
  Average 0.830923 0.9896 0.8 0.997 0.83405       

4. Conclusion 

In this study, the important roles of detecting and 
diagnosing cold nodules has been discussed since they are 
known as high risk of infected by the thyroid cancer. The 
image pre-processing and processing techniques including 
image enhancement (grey level of blue channel, grey scale, 
logical negation and circular averaging filter), image 
segmentation (thresholding) were applied. These 
techniques couldn't solely capable of determining the cold 
nodules in thyroid radioisotope images so, a hill climbing 
algorithm was applied in order to automatic determination 
of these regions as it was much simpler than other 

intelligent systems such as artificial neural networks, 
genetic algorithms, Fuzzy Support Vector Machines, as 
well as Support Vector Machines. Finally, the current 
approach was able to diagnose the cold nodules with high 
performance. From the results achieved in this study, one 
may deduce that, simple approaches are also capable of 
successfully reaching high performances in clinical realm. 
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