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Abstract 
Segmentation is an important aspect of medical image processing, 
where Clustering approach is widely used in biomedical 
applications. Brain image segmentation is one of the most 
important parts of clinical diagnostic tools.Fuzzy C- Means 
(FCM) algorithm proved to be superior over the other clustering 
approaches in terms of segmentation efficiency. But the major 
drawback of the FCM algorithm is the unknown number of 
clusters that assumed randomly. The effectiveness of the FCM 
algorithm in terms of Unknown number of clusters is improved 
by using metaheuristic algorithm to converges to the best number 
of clusters based on Xie-Beni validation index. In this paper, Xie-
Beni index is used to choose the best number of clusters for FCM 
resulted after comparing all values of the index have been chosen 
using the metaheuristic algorithm which means the best 
segmentation result. 
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1. Introduction 

Segmentation plays an integral part in partitioning an 
image into sub-regions on a particular application. The 
image might be having certain characteristics like that gray 
level gray level, color intensity, texture information, depth 
or motion based on the measurement. Image segmentation 
is an important task in image processing and computer 
vision applications. It can be considered as the first step in 
image processing and pattern recognition [1]. Image 
segmentation refers to the process of partitioning an image 
into many regions of pixels corresponding to different 
objects or parts of objects according to some homogeneity 
criteria (e.g. pixel intensity ,color ,or texture)[2]. The 
traditional methods used for the medical image 
segmentation are Clustering, threshold, region based 
Segmentation, edge based methods and ANN Image 
Segmentation [3].  
Image segmentation methods are of three categories: edge 
based methods, region based methods, and pixel based 
methods .K-Means clustering is technical way in pixel-
based methods [4]. 

Each region is homogeneous and the union of adjacent 
regions is not homogeneous. Several techniques for image 
segmentation have been proposed in literature [1,5]. In 
general, these techniques are classified into four 
categories: thresholding, edge based, region growing and 
clustering techniques [6]. 
Bezdek introduced Fuzzy C-Means clustering method in 
1981, extend from Hard C-Mean clustering method. FCM 
is an unsupervised clustering algorithm that is applied to 
wide range of problems connected with feature of analysis, 
clustering and classifier design. FCM is widely applied in 
agricultural engineering, astronomy, chemistry, geology, 
image analysis, medical diagnosis. [7]. 
 Image segmentation can be considered as a clustering 
problem where the features characterizing each pixel 
correspond to a pattern, and each image region 
corresponds to a cluster [2]. The FCM algorithm, which 
was first proposed by Dunn [8] and extended as the 
general FCM clustering algorithm by Bezdek [7], is the 
most widely used fuzzy clustering method for MR brain 
images segmentation because of its simplicity and 
applicability [9–11]. However, the application of the 
standard FCM algorithm to image segmentation, especially 
to brain MRI often performs inefficiently since the 
performance of FCM extremely depends on the 
initialization of cluster centers, where the random selection 
in these centers makes the algorithm falling into local 
optimal solution easily [10,12]. On the other hand FCM is 
very sensitive to MR image artifacts [10], such as noise, 
intensity inhomogeneity, and artifacts due to image 
acquisition [13]. 

1.1  Fuzzy c-means algorithm 

FCM algorithm and cluster validity indices The FCM 
algorithm assigns pixels to each category by using fuzzy 
memberships. Let O = { o1, o2 ,  o3 , … . on } denotes an 
image with n pixels to be partitioned into c(2 ≤ c ≤ √n) 
classes (clusters), where oi represents the feature value of 
pixel i, the most commonly used feature is the gray-level 
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value. The algorithm is an iterative optimization that 
minimizes the objective function defined as follows [14]: 
 
           𝐽𝐽 = ∑ ∑ 𝑢𝑢𝑘𝑘𝑘𝑘𝑚𝑚‖𝑂𝑂𝑘𝑘 − 𝑍𝑍𝑘𝑘‖2𝑛𝑛

𝑘𝑘=1
𝑐𝑐
𝑘𝑘=1                (1) 

 
Such that : 

∀𝑖𝑖 ∈ {1 … .𝑛𝑛},∀𝑘𝑘 ∈ {1 … . 𝑐𝑐} , 

�𝑢𝑢𝑘𝑘𝑘𝑘 = 1 ;   0 ≤
𝑐𝑐

𝑘𝑘=1

𝑢𝑢𝑘𝑘𝑘𝑘 ≤ 1 ;�𝑢𝑢𝑘𝑘𝑘𝑘 > 0                  (2)
𝑛𝑛

𝑘𝑘=1

  

where uki represents the membership of pixel Oi in the k-
th cluster, Zk  is the k-th cluster center. ‖ . ‖ denotes the 
Euclidean distance. The parameter m(m > 1) controls the 
fuzziness of the resulting partition. The membership 
functions and cluster centers are updated by Eq.3 and Eq.4 
respectively 
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1.2 Metaheuristic Algorithm 

This algorithm[15] aims to achieve rapid convergence rate 
and high accuracy to find the optimal value in the 
optimization problem. suppose a group of birds is 
searching for food in an area, only one piece of food is 
available. Birds do not have any knowledge about the 
location of food. A flying bird has a position and velocity 
at any time t. through  in searching for food, the bird 
change its position and velocity. The velocity changes 
based on his past experience and also the feedbacks 
received from its neighbor. Each solution is considered as 
bird. All birds have fitness value. The fitness value can be 
calculated using objective function. all birds preserve their 
individual best performance and best performance of the 
group. 
Each bird adjust its position and velocity according to the 
following equations. 

 
𝑣𝑣𝑘𝑘+1 = 𝑎𝑎 𝑣𝑣𝑘𝑘 + 𝑏𝑏 𝑟𝑟1(𝑥𝑥𝑏𝑏𝑥𝑥𝑥𝑥𝑥𝑥𝑘𝑘 − 𝑥𝑥𝑘𝑘)

+ 𝑐𝑐 𝑟𝑟2(𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑏𝑏𝑎𝑎𝑥𝑥𝑘𝑘 − 𝑥𝑥𝑘𝑘) (5) 
 𝑥𝑥𝑘𝑘+1 = 𝑥𝑥𝑘𝑘 + 𝐴𝐴 sin (𝜃𝜃)+𝑣𝑣𝑘𝑘+1          0 ≤ 𝜃𝜃 ≤ 2𝜋𝜋       (6) 
  ,𝐴𝐴 ∈ [0 ,2] 
 
Where xi and vi  are the position and velocity of the bird at 
time i. xbesti  and xglobali  represent the individual best 
performance and best performance of the group. during an 
evolutionary algorithm , the maintenance of population 
diversity is important. Therefore , standard deviation used 

in the algorithm to control the diversity of the population 
of birds.  
Definition: (population position standard deviation ) 
If birds of a population S=(X1 , X2 , X3 , … . . , XN) get their 
positions X1(t), … … XN(t) at generation t and Xi(t) can be 
expressed as  a vector ( Xi1(t), Xi2(t), … . , XiD(t) )  , 
i=1,2,….., N, let X�(t) = ( X�1(t), X�2(t), … . , X�D(t) ), and 
X�J(t) = 1

N� ∑i=1
N Xij(t). 

The population position standard deviation for generation t 
can be computed by  
Std-positon (t)=(std1(t), std2(t), … . , stdD(t) ), 
 

  𝑥𝑥𝑥𝑥𝑠𝑠𝑗𝑗(𝑥𝑥) =  �
1

𝑁𝑁 − 1
∑𝑘𝑘=1
𝑁𝑁  � 𝑋𝑋𝑘𝑘𝑗𝑗(𝑥𝑥) − 𝑋𝑋�𝑗𝑗(𝑥𝑥)�

2
    (7) 

 
Then with respect to searching locally, a new solution 
generated according to the equation: 
 

𝑋𝑋𝐿𝐿 = 𝑋𝑋𝑘𝑘+1 + sin(𝜃𝜃)   ,   0 ≤ 𝜃𝜃 ≤ 2𝜋𝜋          (8) 
The procedure of the algorithm is : 
1. Objective function f(x), x = [ x1, x2, … . . , x3  ]T. 
2. Randomly Initialize the birds population    xi , 
  1 ≤ i ≤ n  and vi . 
3. Initialize the  parameters of the equations (5) and (6). 
4. Compute the standard deviation for populations using 
equation (7). 
5. While (iter ≤ Max number of iterations) 
6. Generate new solutions by equations (5) and (6) for 
each bird in the population. 
7. For each bird , generate local solution using equation 
(8) . 
8. If (iter %10 = = 0) 
Using equation (3) compute the standard deviation for 
every dimension, if the value is less than before , compute 
new solution using (5) and (6) but change random value A 
to be one of {2A,3A,4A,5A} in equation (6) in this 
dimension and the other dimensions use the (5) and (6) 
without change. 
9. Rank the birds and determine the best solution 
10. End while 

1.3 Validation index 

Xie-Beni index [12] to be studied is defined as 
∑ ∑ 𝑢𝑢𝑘𝑘𝑘𝑘

𝑚𝑚‖𝑂𝑂𝑘𝑘−𝑍𝑍𝑘𝑘‖2
𝑛𝑛
𝑘𝑘=1

𝑐𝑐
𝑘𝑘=1

𝑛𝑛 𝑚𝑚𝑘𝑘𝑛𝑛𝑘𝑘≠𝑗𝑗�𝑍𝑍𝑘𝑘−𝑍𝑍𝑗𝑗�
2  

As one of the best known fuzzy clustering methods the 
fuzzy C-means (FCM) algorithm has received much 
attention, but some cluster validity criterions have to be 
required to evaluate the quality of clustering algorithm 
because FCM is a sort of unsupervised clustering 
algorithm. In order to give more accurate partitions of data, 
many researchers have studied this validity problem. the 
validation functions can be divided into two main classes 
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according to whether the separation index is involved. One 
is  compact index within the clusters, such as partition 
coefficient [16], partition entropy [17], proportion 
exponent [18], and the other is combined index (including 
fuzzy partitions and cluster centers), such as Fukuyama 
and Sugeno index [19], compactness and separation index 
[20] and Xie-Beni index [21].  The paper focuses on the 
Xie-Beni index. Although it can provide more reliable 
response over a wide range of choice for the number of 
clusters and fuzzy weighting exponent, Xie-Beni index has  
intrinsic drawback that is validation index monotonically 
decreases when the number of clusters gets very large and 
close to data points [21] 

2. The proposed Algorithm 

The proposed algorithm  aims to achieve high accuracy to 
find the optimal value of the clusters number in the 
segmentation problem for brain image MRI. suppose a 
group of birds is searching for food in an area, only one 
piece of food is available. Birds do not have any 
knowledge about the location of food. A flying bird has a 
position and velocity at any time t. through  in searching 
for food, the bird change its position and velocity. The 
velocity changes based on his past experience and also the 
feedbacks received from its neighbor. Each solution is 
considered as bird. All birds have fitness value. The fitness 
value can be calculated using objective function. all birds 
preserve their individual best performance and best 
performance of the group. 
The procedure of the algorithm is : 
The specific steps for FCM:  
Step 1: initialize the population compute the position and 
velocity for every bird, set the number of clusters c (2≤c﹤
n)  for each bird and fuzzy index m (m>1), initializing the 
matrix of membership for each bird (or initializing cluster 
centers), set the maximum iterations n, compute the 
standard deviation for the number of clusters. 
Step 2: calculate various cluster centers (or the matrix of 
membership).  
Step 3: calculate the matrix of membership (or various 
cluster centers).  
Step 4:compute the Xie-Beni index for every bird. Find the 
best value that correspond to certain value of number of 
clusters, then compute the new velocity and position for 
every bird. compute local solution. 
Step 5:use value of standard deviation to compute the 
dispersion. 
Step 5:rank the birds 
Step 6: repeat step 2 and step 3, until the completion of the 
maximum number of iterations. It can also set a 
convergence precision as the condition for a loop 
terminates. 
 

Table 1 
Algorithm C (number of clusters) Index(Minimum) 
Proposed 

FCM 
8 
5 

1.256 
1.897 

Proposed 
FCM 

5 
4 

3.421 
4.073 

Proposed 
FCM 

7 
8  

1.410 
1.899 

Proposed 
FCM 

8 
5 

2.135 
2.010 

Proposed 
FCM 

6 
2 

3.946 
2.526 

Proposed 
FCM 

7 
5 

3.109 
3.854 

3. analysis 

this paper examined the proposed algorithm using MRI for 
brain image and compare it with FCM . And the results 
describe the effectiveness of the proposed algorithm if the 
number of clusters will not be large because of the limits 
of Xie-Beni. Computing the index for FCM and compare it 
with the index of the best value indicate that the proposed 
gives accurate results. 

4. Conclusion  

By analyzing the advantage and disadvantage of the FCM, 
algorithm based on Metaheuristic algorithm that is 
proposed  
in this paper. improved FCM has accurate convergence , it 
is likely to trap out of the local optimum, and can 
guarantee converge to the global optimum. Proposed 
algorithm used standard deviation to measure the 
dispersion to increase it every 10 generations by 
generating new solution away from the current solutions. 
experiment was tested on 4 benchmark functions. From the 
experimental results of these functions, it can be seen that 
the Proposed algorithm performed much better than PSO  
on the most of selected problems. Although Proposed 
algorithm needs more time to perform convergence. 
Further research will focus on using Proposed algorithm 
with Fuzzy c-means algorithm to optimize its work. 
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