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Abstract 
Arabic language is one of most enrich Semitic languages due to it 
has many concepts which related together in different semantic 
relationships. That makes Arabic information retrieval face more 
challenge to access the information needs. In addition, Arabic 
language more efficient of retrieval systems to be able of 
understanding, analysing texts, and extracting semantic 
relationships between concepts. This paper aims to introduce a 
method of improving of the information retrieval in Arabic 
documents. The proposed method is a semantic analysis of Arabic 
texts which helps to access the target documents that spread over 
the web. This approach used the Arabic WordNet to analyse both 
query, and documents in standard Arabic test collection to 
facilitate retrieval the related documents. The core goal of this 
approach is an enhancement of the evaluation measurements for 
Arabic information retrieval systems. Furthermore, this study 
used an other traditional method called words-matching to 
compare the results of the proposed method in selected queries 
from standard test collection. The experimental results of 5- 
queries show the degree of the performance of the proposed 
method. The proposed approach showed an efficient results of 
information retrieval measurement through compare recall, and 
precision with other traditional method that has been applied in 
this same test collection. The mean average was about our 
algorithms, keyword searching, and query-expansion were 
0.826364, and 0.576666457, respectively. That indicates a 
slightly improvement of the performance of proposed semantic 
analysis approach in the information retrieval in Arabic 
documents.  
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1. Introduction  

Information is concerned with how to access the relevance 
document or information which spread over the web. 
Information retrieval has a problem is how to retrieve 
documents in several languages due to the current used 
methods are doing by matching between the query with 
relevant document. This operation represents a more 
challenge for researcher and the search engines because 
that there are more documents which haven’t the same 
words in the specific query not retrieved [1]. Other 
challenge is faced the retrieval system is a multilingual 
retrieval. In that case, the both query, and the document in 

test collection have been translated into common language 
to match between them. As result to that, to reduce and fix 
this problem, it has been designed a method to retrieve the 
document in Multilanguage via use multilingual ontology 
technique which it’s described as there's one an ontology 
related with several dictionaries; each dictionary belongs to 
certain language and contains a special concept about the 
ontology. The ontologies related with each other through 
relations of shared conceptualization. The results were 
conducted using the multilingual ontology on some 
documents, whereas it has been retrieved documents in 
different languages [2]. 
This paper is organized as follows. Section 2 briefly 
describes the related works in the area of Arabic 
information retrieval. Section 3 provides the Arabic test 
collection used in this paper. Section 4 shows the Arabic 
information retrieval limitations.  Section 5 is about 
proposed model. Section 6 provides briefly explanation, 
and discussion of the results. In section 7 summarizes of 
the work. 

2. Related Works 

Abderrahim, developed an approach to enhance 
information retrieval in Arabic documents. His study was 
depends on semantic indexing using Arabic WordNet  to 
enhance of extracting  the best concept those having a 
single senses in both query, and documents. He used a word 
sense disambiguation (WSD) technique to assign the 
appropriate sense of the text [3].  Menai, applied his study 
to assign word sense disambiguation using Evolutionary 
algorithms (EAs) such as Genetic (GA), and Metric 
algorithms (MA) to enhance the performance of NLP 
applications [4].  
Uddin.et al., in their study proposed a model to support the 
information retrieval performance through using enhancing 
the semantic similarity among tags. They used a WordNet 
to extract the semantic relation between sysnset using an 
enriched VSM [5]. Al-Kabi. et al., proposed a novel a light 
Arabic stemmer to generate the root forms of Arabic words. 
Their proposed approach was based on two well-known 
Arabic stemmer know as heavy, and light root stemmer that 
created by Khoja, and Ghwanmeh respectively [6].  
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Harrag,  et al, in their study showed the Arabic text and the 
traditional methods which used to classify and propose the 
new model that depends on neural networks (NN) that has 
little studies that is applied in this field. In this study 
applied the three hidden layer of neural networks (NN) 
combination with singular value decomposition (SVD) to 
extract the feature and then minimize the size of data to 
facilitate a classification it into some groups based on some 
features, whereas in the previous studies depended on the 
feature vector property by took some document criteria’s 
such as title, special word, etc, and then represented as 
vector. After that, it is dealt with vectors to compute weigh, 
distance, and relative rate [7]. 

3. Arabic Test Collection  

The Arabic corpus is a sample of Arabic textual document 
that taken from Arabic test collection named as EveTAR. 
It was built in 2016. The original test collection includes a 
documents collection, as topics to describe information 
needs. So more, it also has some relevance judgments 
belongs the topics relevance's, and 66-standard queries [8]. 

4. Arabic Information Retrieval Limitations 

Arabic language is one of the most common languages, 
whereas it has more than 420 million speakers over the 
world. It written from right to left with no upper case like 
English language. Arabic language is processed through 
different methods, and using several textual features due it 
represents a rich environment of morphology, concepts, 
and an ontology. There are some challenges and limitations 
in current web such as: The understandability that represent 
a problem with machine in searching, ( eg.  when the user 
search about something, the result may be different due to 

it isn’t have semantic relations).  So, it led to appear the 
semantic web idea to solve the ambiguity of results 
retrieval [9]. 
The search process around some documents in web faces 
challenges, whereas the searched document may be written 
in different language of query, so, the semantic web search 
engine becomes using the cross- multiannual techniques to 
search in different languages. There several studies showed 
cross- multilingual method for search correspond 
document, and results for queries through linguistic 
analysis of language. This process involves different 
phases part-of-speech through morphological analysis, and 
normalization of to facilitate retrieve the documents in 
more than one language [10]. The semantic web search 
engine is the common information retrieval systems. It 
depends on the different natural languages (NL) with a lot 
of concepts, and ontology [11]. The texts contain a lot of 
features such as ambiguity that represents a problem for the 
readers’ due to the hidden text contents such as events, 
things specification. So the knowledge in these texts must 
be represented to facilitate the understanding by the users. 
Previous study showed the Naïve Semantic as one of the 
methods that used to represent the knowledge [12]. The 
more importance of these limitations is the capacity and 
effectiveness of Arabic information retrieval and their 
ability to face the user needs.  So, in this search a new 
approach has been processed to decrease some of the 
challenge and limitations.  

5. Proposed System 

The proposed system is composed of several phases, each 
one made up of one or several resources. The proposed 
system architecture is shown below: 
 
 

 

Fig. 1  proposed system architecture 
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The proposed approach that mentioned above in Figure (1) 
is contained with three main steps. It stats from pre-
processing, extract the concepts, semantic similarity.  
These main steps are applied in both the documents, and 
query. The second step is term extraction from both query, 
and documents. The final step is semantic similarity among 
of them. 

5.1. Preprocessing Phase  

Pr-processing is the main phase in common natural 
languages processing (NLP) applications like information 
retrieval. The core goal of pr-processing phase is to make 
the text clearer through remove the insignificant words, 
stop words, normalize Arabic words, or characters. 
The first sub-step is text normalization. Normalization task 
is applied to transfer the inconsistence text to be more 
consistency. In the Arabic language was used 
normalization to remove the diacritics marks, and 
normalize the other specific characters [13]. The second 
one is text tokenization. It is a process to split the plain text 
into tokens to remove the noise from the text [14].  

5.2 Arabic WordNet 

Arabic WordNet is a lexical database of Arabic words, or 
concepts with semantic relations between them. This 
WordNet comprises many relationship types between 

different concepts such as hyponymy, synonymy, domain, 
and other. These relations express the degree of how 
similar of meaning among concepts [15]. 

5.3 Similarity Calculation 

Semantic similarity is a method to measure the similarity 
degree between sentences. In other words; Semantic 
similarity (SS) is a process to measure the distance between 
two documents, using extract the semantic distance among 
terms or concepts nodes in these documents. SS is "is-a" 
relationship that helps to extract the relations between 
sentence, and documents. In addition, it just isn't computed 
in documents level, whereas can be applied in different 
levels of sentences, and words too.  In semantic similarity, 
the WordNet, ontologies, and other thesauruses have been 
used to obtain the semantic similarity among documents 
[15]. 

6. Results discussion  

The proposed approach is applied on a sample of 30- 
documents, and 5- queries from EveTAR test collection. In 
addition, in the same time, we are applied the traditional 
words matching in the same sample of corpus.  The table 
shown below contains the queries with their related top 
documents that retrieved. 

Table 1: Retrieved Dcoument Details by Two Different Methods 
Query Number of retrieved documented by  Semantic analysis method. Number of retrieved documented by words matching 

method. 
Query #1 20- documents 17- documents 
Query #2 23- documents 20- documents 
Query #3 27-documents 21-documents 
Query #4 19-documents 14-documents 
Query #5 21-documents 13-documents 

The figures shown below are the obtained results of 
information retrieval evaluation measurements of the 
proposed system. 
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Fig. 2  The Results using Words-Matching Method 

Figure (1) is shown the obtained results from applying the 
words- matching method. The experimental results were 
about 5- queries The mean average was about 0.576666457.  

In contrast, the same sample is conducted by the proposed 
method, where is the results were as shown in the following 
figure.  

 

 

Fig. 3  The Results using Semantic Analysis Method 

The experimental results of 5- queries show the degree of 
the performance of the proposed method. The proposed 
approach showed a good results of information retrieval 

measurement through compare recall, and precision with 
other studies that have been applied in this area. The mean 
average was about 0.826364. This indicates a good 
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improvement of the performance of the information 
retrieval in Arabic documents. In addition to that, the 
semantic analysis of document shows a significant 
enhancement than other rational models that conducted in 
Arabic information retrieval. 

Comparison of The Results 

The two figures shown above of the obtained results of 
information retrieval evaluation measurements of the 
proposed system compared with words-matching method: 
 

 

Fig. 4  Comparison between semantic analysis, and words- matching methods 

7. Conclusion 

Information retrieval still faces many challenges due to the 
nature of language. So, to solve these challenges, should be 
enhance the information retrieval systems accuracy, and 
recall measurement. One of these suggested solution to 
improve the efficiency of Arabic information retrieval 
system is a semantic analysis. A semantic analysis helps 
information retrieval systems to access the target 
information domain. This paper showed the semantic 
analysis to improve the information retrieval from different 
resources. The experimental results of 5- queries showed 
the degree of the performance of the proposed method. The 
proposed approach showed an efficient results of 
information retrieval measurement through compare recall, 
and precision with words-matching method that has been 
applied in this same test collection.  
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