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Summary 
Finding similar time series has attracted a lot of interest 
and much research has been done recently as a result [1]. 
For the reason of high dimension of the time series data, 
finding a good answer to this problem is difficult. 
Encounter with these high dimensional data requires us to 
use dimension reduction techniques, and then performing 
data mining tasks on reduced dataset. Several time series 
dimension reduction techniques have been proposed before, 
such as DFT [2], DWT [3], SVD [4], PAA [5] and [31], 
APCA [6], PLA [7], SAX [8] and many others, but we 
cannot simply choose an arbitrary compression algorithm 
[9]. Each one of these algorithms has different answers to a 
unique problem. The main contribution of this paper 
reviewing the time series data mining and data mining 
literature. In this research we have been compared result of 
clustering after reducing dimension of data set with two 
different  well-known algorithms, DFT and DWT 
techniques. Finally, we proposed energy ratio algorithm to 
find out the most efficient number of dimensions in a new 
space. 
Key words:  
Time series, Data mining, Dimension reduction, Cluster validity 
measures. 

1. Introduction 

In the last decade, we have seen an increase in the 
importance placed on time series data mining [10]. If you 
look around, you will be able to find a lot of things that 
change over time dimension.If we are able to see patterns 
of change in the past, then we can better forecast the 
patterns of change in the future. For example, changes of 
weather temperature, value of the stock, usage of a website, 
bank account and other variables by time can help us to 
discover some useful patterns. So the list of time series 
databases that need to be mined is expanded. Hundreds of 
papers have been published covering all aspects of time 
series data mining, namely, dimension reduction or 
representation techniques, indexing, clustering, 
classification, novelty detection, motif discovery, etc. 
According to the research in this field, the main tasks of 
time series data mining methods are: forecasting, indexing, 

clustering, classification, novelty detection, motif 
discovery and rule discovery [11] and [6]. 
First, in most of the above tasks it is necessary to define a 
similarity measure between two time-series. A second issue 
that arises in time series data mining and interrelated with 
the choice of a similarity measure is the representation of a 
time series. The aim at this paper is to serve as an overview 
of advances in time series data mining and dimension 
reduction of time series and have a comparison from 
techniques through implementing these techniques on data 
sets to find similar time series and group them into a 
specific cluster. 

1.1. Introduction to data mining 

Data mining refers to extracting knowledge from large 
amounts of data.[33] The process of data mining consists 
of 3 main steps: Data pre-processing, Data analysis and 
Result Interpretation. [34] Fig.1 showed a detailed view of 
the some different methods that is using for each step. [32] 
As Han described in his book, pre-processing is critical 
and important part which playing important role in success 
of data mining project.Depending on type of data being 
mined, Pre-processing consists of different sub-tasks. One 
of the major sub-tasks is dimension reduction which we 
will discuss about it later. As shown in Fig.1, in analysis 
step, based on the problem and resolution that we are 
going to do, we faced with different methods and 
algorithms such as classification techniques – k nearest 
neighborhood, Decision Trees, Bayesian Networks, SVM 
– Association Rules and clustering techniques such as k-
Means, Density-based, Message-passing and Hierarchical. 
As described before, since we intend to group similar time 
series in one group of objects we focused on clustering 
analysis with k-Means algorithm for the reason for its 
simplicity and popularity of application.  
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Fig.1  Main steps and methods in Data Mining problem, with their 
correspondence methods 

1.2. Time series data mining concepts and tasks 

A time series is a collection of observations made 
sequentially through time. As mentioned in Section 1, the 
most common tasks of time series data mining methods 
are: indexing [12] and [13], clustering [14] and [15], 
classification, novelty detection [16], motif discovery [17], 
[18] and [19] and rule discovery [20]. A brief description 
of each task is given below: 
Indexing: Find the most similar time series in a database to 
a given query time series. 
Clustering: Find groups of time series in a database where 
time series of the same group are similar to each other and 
time series from different groups are dissimilar to each 
other.  
Classification: Assign a given time series to a predefined 
group in a way that is more like other time series of the 
same group than it is to time series from other groups. 
Novelty detection: Find all sections of a time series that 
contain a different behavior than the expected with respect 
to some base model. 
Motif discovery: Detect previously unknown repeated 
patterns in a time series database. 
Rule discovery: Infer rules from one or more time series 
describing the most possible behavior that they might 
present at a specific time point (or interval). 
Clustering and classification of time series rely heavily on 
finding similar time series. Since finding similar time 
series is strongly dependent on the representation scheme 
selected, thus, representation of time series data have 

critical rule in time series data mining tasks efficiency. As 
with most problems of computer science, the suitable 
choice of representation greatly affects the ease and 
efficiency of time series data mining. [6] 

2. Problem Definition 

Finding similar groups with high dimension of the time 
series data, is very difficult. Facing with these high 
dimensional data requires us to use dimension reduction 
techniques, and then performing data mining tasks such as 
clusting on reduced dataset to find similar time series. 
Several time series dimension reduction techniques have 
been proposed, but choosing proper dimension reduction 
technique is the problem that we are going to address in 
this research. On the other hand number of dimension of 
new space is second problem that we encounter after we 
select the dimension reduction techniqe.   

2.1. Clustering techniques 

Clustering techniques considers data tuples as objects. 
They partition objects into some groups, so that object of a 
cluster is similar to one another. Similarity is defined in 
terms of how objects are close to the space to anther based 
on a distance function. One of the well-known clustering 
methods is k-Means. k-Means takes k as an input 
parameter and partitions the data set of objects of k 
clusters and the goal of this calculation is having clusters 
of high inter cluster similarity and low intra-cluster 
similarity. This algorithm is described in most of the 
papers and we do not explain it in detail. But one of the 
main things that is very affecting the result of the clustering 
result measures the quality of the clustering result. Many 
validity measures have been proposed to evaluating 
clustering results. Some of these validity measures are 
[29]: 
1. Dunn’s measure (DI) 
2. Davies-Bouldin’s measure (DB) 
3. Partition coefficient (PC) 
Clustering is not a total solution to resolving the problem 
and depending on the problem statement and the 
application domain we may consider different aspects. For 
instance, for a specific application and problem statement, 
it may be important to have well separated clusters while 
for another issue, we consider more to have compactness 
of the clusters. Therefore, selecting the proper cluster 
analysis measure is the willingness of how we expect from 
the cluster and their shapes. [29] In this research because 
we want to have compactness clusters, we select Davies-
Bouldin’s measure (DB) for measuring the clustering result 
which in some papers that analysis and compares different 
clustering validity measure, DB measure has the best result. 
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[29] This measure is a function of the ratio of the sum of 
within cluster scatter to between-cluster separation, and it 
uses both the clusters and their sample means. 
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In this indicator, ijR
is cluster similarity and iS is about 

distance between each cluster and ijd
will be dissimilarity 

of clusters. Based on this formula DB measure will be a 
criterion which shows that clustering is the optimum. 

2.2. Time series clustering 

Clustering on time series data is one of the interested 
subjects in data mining. Various approaches have been 
developed to cluster different types of time series data. The 
former approach works directly with raw time series data, 
thus called raw-data-based approach, and the major 
modification lies in replacing the distance/similarity 
measure for static data onto an appropriate one for time 
series. The latter approach first converts a raw time series 
data either into a feature vector or a number of model 
parameters, and then applies a conventional clustering 
algorithm to the extracted feature vectors or model 
parameters, thus called feature- and model-based approach, 
respectively. The three different approaches: raw-data-
based, feature-based and model-based [15]. Another 
approach that Liao didn’t mention in his research is using 
dimensional reduction in preparation phase. So our aim is 
clustering time series data onto dimensional reduction. 

3. Experimental Results and Discussion 

3.1. Time series dimensionality reduction techniques  

Dimensionality reduction is an effective approach to 
downsizing data.[35] It is a method that attempts to 
convert high dimensional vectors to a lower dimension 
space while retaining their behavior. There has been 
several time series dimension reduction techniques 
proposed in the literature such as DFT [2] , DWT [3] , 
SVD [4] , PAA [5] and [31] , APCA [6] , PLA [7] , SAX 
[8] and many others. A general framework, GEMINI, for 
indexing time series using dimension reduction techniques 
is presented in Faloutsos [21] and [22]. It uses the 
following steps:  
1. Map the set of time series into a reduced 
dimensionality space. 
2. Use an indexing technique to index the new space. 
3. For a given query time series X (a) map the query X 
to the new space; (b) find nearest neighbors to X in the 
new space using the index; and (c) compute the real 
distances and keep the closest. 
4. All of the above dimension reduction techniques 
support lower bounding lemma [21]. Discrete Fourier 
Transform (DFT) was one of the first representation 
schemes proposed to data mining context [2]. DFT 
expressed based on the idea that every signal can be 
represented as a superposition of sine and cosine waves. 
DFT decomposes a time-series into summation of sine 
wave and keep first N coefficients. DFT transforms a time 
series from the time domain into the frequency domain.  
The formula for transforming time domain to frequency 
domain via the DFT technique can be seen below: 
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Parseval’s Theorem states that energy in the frequency 
domain equals the energy in the time domain. It follows 
that computing the distances using k coefficients provides 
a lower bound on the Euclidean distance of the original 
sequences [11] and [27]. Time complexity of DFT for a 

given time series with n dimension is )( 2nO , but some 
other new algorithms based on DFT proposed which tried 
to decreased the complexity. This algorithm named FFT 

with the complexity of )log( nnO . [27] 
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Another technique which is like DFT and transforms it into 
the time/frequency or space/frequency domain is Discrete 
Wavelet Transform (DWT) [3]. The DWT can be 
calculated efficiently, and an entire dataset can be indexed 

in )(mnO . DWT has some limitations. One of the 
limitations is it is only defined for sequences whose length 
are an integral power of two. 

3.2 Comparison of dimensionality reduction 
techniques and experiment results 

To our knowledge, there is no paper that compares the 
above techniques with one another. However, there exists 
on some excellent tutorials by Keogh [23], [26] and [27] 
and Faloutsos [24]. Therefore, in this section we will 
compare two of more popular techniques DWT and DFT 
with e another based on calculating time, results and ease 
of understanding. For this purpose, we will implement the 
above-mentioned techniques on a time series data. In this 
phase, we will need to answer two questions that arise. 
First, is which techniques have superior advantages or 
better results from the others? Second, is what number of 
dimensions is the most efficient in a new space? We 

implement these techniques on the time series data onto 
19106 selected subscribers of a major ISP company in Iran 
during a 2-week period, and collected their upload and 
download internet traffics every one hour. At the end, each 
customer has 672 data, and the total number of data 
collected are 12.83 million. Then we use k-Means to 
clustering the data set.  
We use k-Means for clustering because this algorithm is 
easy to understand and implementation does not consume a 
lot of time, and thus, it allows us to conduct many such 
experiments. We check the results of clustering by Davis-
Bouldin cluster validation technique [28] and [29]. This 
technique finds clusters of high compactness. Members of 
similar characteristics are sequence together in clusters. As 
a result, there is a large separation between the many 
clusters which allows us to check the characteristics of the 
many clusters. 
Fig. 2 and Fig.3 present download usage of a subscriber 
and a new representation of lower dimension format 
through DFT and DWT techniques. 
 

  
 Fig.4 shows the results of implementing various 
dimensional reduction techniques using the same number 

of dimensions (N=8). The results prove that the DFT 
technique has the lowest DB index in different number of 
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clusters. By using the DFT technique we realized that a DB 
index of three clusters was the most efficient. Fig. 5 shows 
the same result using a different number of dimensions 
(N=16). Below, you will be able to find Fig.6 and 7 
showing cluster results with different dimensions (N=32 
and N=64). We reached an important conclusion, when 
observing Fig.7 which demonstrates cluster results of the 
dimension of N=64. In Fig.7, we observed that all 
techniques are most efficient using three clusters when 
dealing with 64 dimensions. Collectively, the results point 
out that DFT is the most efficient technique because it has 
the same number of clusters of a variable number of 
dimensions. 

 

Fig. 4  The results of implementing various dimensional reduction 
techniques using the same number of dimensions (N=8) 

 

Fig. 5  The results of implementing various dimensional reduction 
techniques using the same number of dimensions (N=16) 

 

Fig. 6  The results of implementing various dimensional reduction 
techniques using the same number of dimensions (N=32) 

 

Fig. 7  The results of implementing various dimensional reduction 
techniques using the same number of dimensions (N=64) 

 

Fig. 8  The results of implementing various dimensional reduction 
techniques using the same number of dimensions (N=64). 

 
The other criteria in finding proper technique is calculation 
time, in our 20 times experiment, result shows that DFT 
technique has the lowest computing time with different 
Dimensions (N). So based on the result of clustering with 
DB measure and time of calculation DFT still is better 
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approached in dimension reduction of time series. For 
attaining the number of dimensions that have proper results 
we proposed energy percentage which is calculated 
through the formula seen below: 
In this equation  is the signal in new space with deducted 
dimensions and  is the original signal. By this equation 
we can see that in which coefficient or dimension the ratio 
is higher than a threshold. In our experiment we assume 
that if the energy ratio is equal to 90 percent then the 
related dimension is quite enough dimension which has 
most similarity with the original data. 
 

2
AEnergy =      (1) 

 
2/ AEnergyRatio =    (2) 

 

Fig. 9 is the curve of energy percentage and the number of 
new spaces. This figure illustrates that there is higher 
accuracy when using higher dimensions. At a certain point, 
the accuracy is 100 percent, and it is stable at perfection 
regardless of how much higher the dimensions are. 
Therefore, we would like to argue that 40 dimensions are 
the most efficient dimension and, therefore, there is no 
need to go any higher than that because you do not meet 
higher accuracy at higher dimensions.  

 

Fig. 9  The curve of energy percentage and the number of new space, 
Trade off between accuracy and number of dimensions in new space. 

4. Conclusion 

In this work we reviewed the first time series dimension 
reduction techniques, DFT and DWT, in the literature. 
Then we answered two questions that had been aroused. 
First, was which techniques have superior advantages or 
better results from the other? We compared with 
techniques with one another based on calculating time, 
results and ease of understanding. For this purpose, we 
implemented the abovementioned techniques on a time 
series data and using k-Means for clustering. We evaluated 
the results of clustering by Davis-Bouldin cluster 
validation technique. Collectively, the results point out that 

DFT is the most efficient technique because it has better 
results and lower time consumption. Second, was what 
number of dimensions is themost efficient in a new space? 
For attaining the number of dimensions that have proper 
results we propose Energy Percentage method.  
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