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Summary 
Decision Tree is one of the most used machine learning language 
used for analyzing business problems mostly applied to predict 
and decide the best way to the problems. Mostly it works on 
existing data and avoid repeating which is done in the past.   
Finding the best solution for a set of problem it will get the data 
of the user performance both with worst and best-case scenario. 
The purpose of this paper is to find the Employee Performance 
issues related to Educations, health, Government and many other 
organizations and give the solution to improve their performance 
and avoid hiring irrelevant employees using Decision Tree 
Algorithm. The type of information generated from datasheets 
and decided with the data processing method. More of the data 
which contains valuable information can be produced, Industry 
sector includes important information. The employee 
performance is calculated to find out. Well, the best way is using 
a favor Management and processing Staff database. 
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1. Introduction 

Data mining is the important knowledge collection or data 
from databases. From this existing data different 
relationship among the attributes can be found. Using Data 
mining techniques and statistics the knowledge extract to 
find out the important information [1]. Employee 
Performance is one of the most important factors for every 
organization to  
achieve their goals. In this report after selecting relevant 
attributes about Employees Performance random data are 
collected. Using Decision Tree Algorithm based on 
classification method one of the most used techniques in 
data mining will process the employee data and attributes 
to predict the Employees performance from their previous 
work. 
Sometimes data is extracted Disclosure of Information in 
Databases. We can also find existing relationships and 
patterns. Combines data extraction Automated learning, 
statistics and visualization Techniques for detection and 
removal information. The employee has a retention. It's an 
industrial show Performance Management and Registry. 

This project about Employees performance using Decision 
Tree algorithm will help the supervisor by knowing well 
about their Employees strength and weak points by getting 
this useful information one can easily assign the jobs to 
right person [2]. 

2. Method 

The technique used for Employees performance is 
classification because this is predictive task for the system. 
The Decision tree algorithm based on classification 
method is applied for employee performance which is the 
most used data mine technique [5]. In this method we will 
collect the raw data and then transform the data in to 
tabular after that decision tree algorithm is applied which 
reduce the data and most relevant data is showed in tree 
[3]. 
This method shows the employee performance and predict 
task for them according to their database previous record 
which has a very important relation with employee 
performance. This method only finds the best option and 
will show the result using their record from which we can 
easily evaluate the employee from decision tree.  

3. Tree Algorithm for Performance 
Improvement 

3.1 Attributes selection Process: 

Attendance: This variable is about the employee timing 
and to know how much punctual and serious the employee 
is in his job 
Task: Previous task given to the employee and from this 
we variable we will predict his expertise in his specific 
fields. 
Job Experience: The job experience attribute will look at 
his previous jobs and skill in the last organization his 
performance. The extent to which the employee work with 
other employees. 
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Work Quality: Quality of work for the employee that how 
much clearance the Employee got in the organization. The 
level of Employee works a professional or common. 
Overall Performance: Average rating for the Employee 
performance in the entire task [1]. This is a very important 
variable for calculating employee performance because 
sometimes it’s difficult to differentiate Employee skill in 
specific areas [6]. 

Talbe 1: Work quality attribute of employee 
Attendance p n I (p, n) 

perfect 
 

Ordinary 

6 
 

3 

2 
 

3 

0.356 
 

1 
 

In this table a sample data for Employee performances is 
given containing five different attributes. The Employee 
result has two values Need improvements and satisfied [4]. 
The result for Need improvements is 5 and for the satisfied 
the value is 9. In this case let suppose we gave two 
variable p=9 (satisfied) and n=4(Need Improvements). For 
this data the Information gain is calculated by the formula 
[11]. 

Talbe 2: Attendance attribute of employee 
Work Quality p n I (p, n) 

Good 
 

Bad 

7 
 

2 

0 
 

5 

0 
 

0.862 
 

In table total result for Satisfied with attendance is 6,2 and 
with not satisfied 3,3. 

4. Procedure 

4.1 Information Gain 

To find information Gain we have the following equation 
 
I (p, n) = - (p / p + n) *log2 (p / p + n) - (n/ p +n) *log2 (n / 
p + n)       (1) 
I (9,5) = -(9/ 14) *log2 (9/ 14) - (5/ 14) *log2 (5 / 14) = 
0.941 
 
From the above table 2.2 we will calculate the entropy to 
decide which attribute will be the root node for decision 
tree [7]. 

4.2 Entropy 

After Information Gain the next step is Entropy we can 
find it by the equation 2 
 
Entropy E(A)=Summation (i=1, v) (Pi+ni)/p+n (I (p, n)) 
equation      (2) 
E (Work Quality): 7/14*I (2,5) +7/14*I (7,0) = 0.431 bits 
E(Attendance): 8/14*I (6,2) +6/14*I (3,3) = 0.631 bits  

E 
 
(Task): 7/14* I (6,1) +7/14*I (3,4) = 0.938 bits 
E (Job Experience):9/14* I (6,3) +5/14*(3,2) = 0.938 bits  

4.3 Gain 

Now calculate the Information Gain for each attribute to 
draw the decision tree 
 
Gain= Entropy –IG    (3) 
 
By putting the values in equation 3 
Gain (Work Quality) =0.941-0.431=0.51 bits  (Root node) 
Gain(Attendance)=0.941-0.631= 0.31 bits 
Gain(Task)=0.941-0.938= 0.003 bit 
Gain (Job Experience) =0.941-0.939=0.002  
Attendance:     I (6,2) = -(6/6+2) * log2 (6/6+2) - (2/6+2) * 
log2 (2/6+2) =0.356 
  I (3,3) = -(3/3+3) * log2 (3/3+3) - (3/3+3) * log2 (3/3+3) 
=1 
 
Now from the equation the root node is Work Quality with 
value0.15 calculate the Information Gain for each attribute 
to draw the decision tree 
For the working Quality we get the highest value in Gain it 
means this will be the root node of Tree Algorithm [8]. 
 

 

Flow Chart. 1  Attributes Values 
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Fig. 1  Root nod Final Values 

5. Result 

Using decision Tree algorithm after getting the attributes 
and Gain values from equations finally the result is in the 
form of a tree contain all the attributes in sequence 
depending on their values [11]. In table below shows the 
attributes with all previous values of organizations 
employees which is very important for the final result 
which we concluded in figure 1. 
The Decision Tree clearly shows that which attributes of 
the employees play an important role in the organization 
and in which attributes their low skills needs to be 
improvement [9]. This result will also help the company 
that which Employee is good for a specific task. 
In figure 1 the best path for work flow starts from root 
node work Quality and ends to Child nodes. Each path has 
a different result it’s clear that the red line with satisfied 
shows the best case for work flow improvement and need 
improvement is the options which should be ovoid to 
improve the work flow in Organizations. In table 1the 
datasets for Employee is shown with their work results 
[10]. 
 
 

Table 3: Datasets of Org 
No Work 

Quality Task Experience Result 
1 Good Easy Serious satisfied 
2 Good Difficult Common satisfied 
3 Bad Easy Serious Not Satisfied 
4 Bad Easy Common Not Satisfied 
5 Good Difficult Serious Satisfied 
6 Bad Difficult Common Satisfied 
7 Good Easy Serious Satisfied 
8 Good  Difficult Common Satisfied 
9 Bad Easy Serious Not Satisfied  

10 Good  Difficult Serious Satisfied 
11 Bad Difficult Common Not Satisfied 
12 Bad Easy Common Satisfied 

6. Conclusion 

Using this search, Ability to predict employee 
performance. One Evaluate the actual performance 
required Support for merit payments Changes in class, 
grade or salary Increase. At the same time, Employee and 
employee performance Special attention is required to 
reduce the rate of return to work on time. The Employees 
whom working quality is good and their task are difficult 
their performance is satisfied and the Employees whom 
working Quality is Bad and their task are easy in the figure 
1 it’s clear that their performance is poor, and they need 
improvements. From these attributes Employees 
performance can easily be differentiated, and it will 
improve the performance of organization by fixing these 
kinds of issues related to the Employees. The attributes in 
these projects are the basic attributes for many 
organizations. 
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