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Summary 
The aim of research work is towards the prevalence of diabetes 

mellitus to improve classification accuracy and cost/benefit 

predictions on real-life dataset. This paper aims the real-life 

diabetic patients from the country ‘Nigeria’ (an African state) to 

test the experiment.Our proposed methodology consist of two 

parts; weka classification for the accuracy measurement ratios 

by applying 150 machine learning classifiers and compare the 

results with previous work, secondly’ the improvement in 

clustering with positive and negative instances ratios in terms of 

initial care predictions by cost benefit analysis.For our Diabetes 

dataset of 281 instances with 100 attributes, auto-weka has 

performed 2,440 evaluations with the error rate of 0.014 % by 

the time limit of 120 minutes. We have achieved the accuracy 

ratio of 99.64% as compared to 92.6% by “AdaboostM1” 

classification in mean time of 0.015 seconds to build the model 

and properly classified instance ratio of 86% by improving k-

means.One of the benefits of our proposed model is that it 

avoids deleting the original data, which ensures the high quality 

in experiments. And the other benefit is, model can be applied to 

the other datasets to attain the best accuracy and cost analysis 

results. 
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1. Introduction 

According to the doctors [1], diabetes is mostly referred 

as diabetes mellitus; which is spreading vastly around the 

globe. Around 425 million people had diabetes in the 

world by the survey report of IDF International Federation 

in ‘2015’ and this ratio can be expected to the 700 million 

by 2040.Diabetes is commonly known as the group of 

metabolic diseases [2], which indicates the high blood 

pressure and sugar level for the prolonged period. The 

symptoms can cause other harshly problems, if it left 

untreated on early stages. The most commonly known 

complications occur in the body is hyper osmolar, diabetic 

keto acidosis, hyperglycemic and also death of human 

body [3].  

William’s wrote in his book “Williams textbook of 

Endocrinology” [4] that around 385 million people were 

affected with diabetes in 2013 and this ratio can go far, if 

it has not been treated well and can even cause death, 

which could be so serious. 

I. In Type 1 diabetes [5], body refuses to produce 

insulin. Patients with this type of diabetes need to 

take the insulin injections every day to keep alive 

the body cells. 

II. In Type 2 diabetes [6], the body does not produce 

enough amount of insulin for functioning the 

cells and sometimes body does not take insulin’s 

injection well. 

III. Gestational occurs in women’s [7], mostly the 

pregnant females has this case but it disappears’ 

when the baby born. 

 

There are many complications embroils in diabetes [8] 

such as; heart attack, kidney failure, strokes, vision 

disability, dental problems, damage of nerves, foot 

problems, eye damage, frequent urination, increase in 

thirst, hunger, weight gain, unusual weight loss, fatigues, 

cuts that do not heal easily, male sexual dysfunctions, 

tingling in body, numbness, cardiovascular diseases, 

cholesterol problem in body, hypoglycemia, 

hyperglycemia, irresistibility, skin infections, sweating, 

shivering, weakness, dizziness, headache, heartbeat 

problems, nausea, coma, vomiting, spider cobwebs, 

heat/cold intolerance, palpitation and tremor and more’ 

which we have used in our dataset attributes. The research 

survey of NIDDK [9] in 2015’ says, 30 million people of 

US have diabetes’, which calculated as the 9.5% of the 

total population. From 1 in 4 of them does not know that 

they have disease. Diabetes affects 1 in 4 people’s over 

the age of 60’s and about 95% cases been noticed of Type 

2 in adults. Medical specialists can determine diabetes by 

three tests;A1C [10], FPG [11] and OGTT [12]. 

The objective of this research is to mine the Diabetes 

mellitus on platform of data mining by using machine-

learning algorithms to train the machine and by testing set 

using auto-weka classification method. For model our 

work, we have used the real-life diabetes patient’s data. 

The remaining part of paper is organized into 6 sections. 

Section 2 discusses the related work. Section 3 model the 

real-life data collection process and explains the 

methodology adopted to perform the experiment. Section 
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4 examines the driven results. Section 5 carries discussion 

of proposed results. Finally conclusion ends up the paper 

on basis of outcomes. 

2. Related work 

In recent years, data mining techniques are widely using 

by researchers with increasing frequency to predict 

different diseases [13]. By the study of different research 

papers, we came to know that this field has been 

supported by different mysteries and models from decades 

like machine learning [14], artificial intelligence [15], 

statistics [16], probabilities [17] and predictive/descriptive 

models [18] based on supervised and unsupervised 

learning. In healthcare predictive models are more 

common than descriptive because the datasets are 

normally based on supervised learning.Mostly datasets 

used by different researchers were taken from the ‘Pima 

Indians Diabetes Dataset’ [19] from the UCI machine-

learning database. For frequent pattern mining of data,’ 

the most commonly used algorithms are Apriori and Fp 

Growth [20].The risk factors of T2DM has examined in 

[21] by approaching both above algorithms and proposed 

the receiver operating characteristics to verify the results 

of experiments. Prevention of T2DM [22] should be 

straight from individuals and developed a model for 

diabetes on android-based application. Diabetes type of 

Gestational on pregnant women’s has been studied in [23] 

and discovered data mining techniques for baby’s birth 

outcome. A hybrid prediction model has introduced in 

[24] by using k-means clustering and C4.5 for chosen 

class label of data and aimed to built a classifier model 

with 93% accuracy of classification. MLP Multilayer 

perceptions with neural networks to compare the accuracy 

against J48 and ID3 algorithms with the results of 90% 

compared to 81.8% [25]. Prediction accuracy of 89.93% 

[26] on diabetes dataset by applying Artificial Meta 

plasticity on multilayer perceptron. The preprocessing and 

parameter techniques could produce the meaning full 

results with better predictions and accuracies [27]. An 

Indian researcher [28], has developed an android-based 

solution application to reduce down the lack of diabetes 

mellitus knowledge [29]. Two brother’s [30] improved the 

k-means classifier [31] on initial clusters by using noise 

data filters [32]. 

However the prediction and accuracies were not good 

enough for the real life patient’s of diabetes but still the 

researchers are trying best to develop new models and 

techniques to classify the data [13] but still, a room is 

there always for improvements. By the contribution of all 

authors, we have gathered the real-life data from 

"Nigeria" with utmost 300 patients from interval 2016 to 

2018. We have used dataset to compare the classification 

accuracies with the previous task and analyze the cost 

benefit ratio of data for initial care. 

3. Methods 

Our proposed methodology consist of three parts; weka 

classification [33], the improvement in clustering and 

finally the cost benefit analysis for the initial care. 

3.1 Real-life data 

Questionnaire was designed by consulting different 

medical specialists to collect the data from patients, which 

has been asked by different diabetes patients since ‘2016’ 

to ‘2018’ in Nigeria ‘an African state struggling for the 

life necessities [34]’. In busy life, people forget to take 

care of health in proper manners like daily life exercise to 

keep body fit, healthy diet and more. The average of 

people even don’t know about diseases and struggling for 

the life necessitates [28]. 

3.2 Data preprocessing 

Preprocessing method improves the prediction results [35]. 

In other words, it plays a major role in the model. Weka 

tool contains many filters and attributes for preprocess of 

data to train the machine [33]. In our model, we have used 

some methods to optimize the dataset by analyzing each 

attribute and its relation [4] by changing the numeric 

attribute to nominal, where value 0 represents as “No” and 

1 as “Yes”. Hence the complexity of data has reduced. 

Secondly, the missing values have removed. If we observe 

the past research from related work, for experiments and 

better accuracies, the values has been changed by 

researchers like wise for blood pressure and Body mass 

index’ values cannot be 0, but the previous research 

indicates it. But we have used the real values for our 

attributes.  

After the above statements, dataset has changed the values 

into 0 and1 by (Eq. 1), where x' is the average value and 

“s”is standard deviation. 

 

s

xvalue
Values




   (1) 

3.3 Data mining platform 

Data mining platform called ‘weka’has a classifier 

method ‘auto-weka’ that performs the selection of 

combined algorithms and hyper parameter optimization 

over the regression and classification algorithms 

implementation to find the better accuracy. Auto-weka 

explores hyper parameters of settings on defined dataset 

and gives the recommended method of classification with 
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the high accuracy by evaluating all classifiers and 

algorithms in desired time period and helps user by giving 

good generalization performance by saving effort in 

applying of different algorithms one by one. It has been 

available on weka package manager since ‘2017’as a 

classification algorithm also but not much worked carried 

out by using this strategy on diabetes datasets. It has two 

ways of performance; GUI graphic user interface weka 

panel and the second by choosing it from classifier list in 

Classify panel. Auto-weka performs statistically rigorous 

evaluation internally by 10 fold cross-validation. Auto-

weka basically has few options, which normally leaves as 

default but for better accuracy and results two options are 

really important; one is ‘Time limit’ and second is 

‘Memory limit’. By default the time limit is 15 minutes 

but big data needs more time to classify in better way, and 

for our data, we have choose the time limit as 180 minutes 

as 3 hours; which is better enough to classify the dataset 

of 100 attributes with 281 instances. On other side the 

memory limit is in megabytes, which is increased 

accordingly to the size of data and large dataset requires 

more memory. Auto-weka provides the status of numbers 

of evaluated configurations and the estimated error of the 

best configuration in the status bar. On our dataset 

classification, auto-weka has performed 2440 evaluations 

with the error rate of 0.014 % in 180 minutes as 

mentioned in experimental results.Which shows the best 

classifier is “AdaboostM1” with classification accuracy of 

99.64% as compared to 92.6% as mentioned above on 

artificial dataset. We have discussed it more in proposed 

results ‘section-4’. 

3.4 K-mean clustering 

Clustering aims to partitioning the observations into 

distance clusters in means of observation within the same 

cluster [28].The process steps of k-means are measure as 

the calculation distance between each object and cluster 

centers. It cluster every object to the nearest cluster by the 

distance accordingly by (Eq.2) [28] and it recalculate the 

centers to verify the changes by (Eq.3) [36].The proposed 

analysis results of diabetes mellitus clusters with its 

subsets Type 1, Type 2 and Gestational, “which we have 

labeled in our dataset as NID non-insulin dependent, IND 

insulin dependent and GTD Gestational diabetes” are 

presented in result section. 
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The values of clusters are 0 and 1 indicating negative and 

positive class. Method for clustering in weka [33] depends 

on the seeds input value, which is generated randomly in 

initial stage, but for the better improvement user have to 

set the cluster seeds value according to the experience, 

which effects directly to the results of cluster analysis. In 

our model experiment, we have calculated the mean rate 

by removing incorrectly clusters using the formula as 

mentioned in (Eq.4) and used the proximate rate and 

corresponding seed for every level and obtained 80% 

correctly classified patients, which we used as input for 

the logistic regression model. 
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4. Proposed results 

The graphical visualization is good and easy for 

understanding and weka helps us to visualize the proposed 

model results graphically. This section will show the 

entire proposed model results based on graphical 

visualization. 

4.1 Cross validation 

Cross validation helps to improve the model results. The 

10-fold cross validation technique has been used for better 

predictions. We have divided our dataset in to 10 samples. 

Each sample had to go from the process of retained as a 

validation data, where the rest 9 samples acted as a 

training data. This process was vice versa for 10 times, 

that's why it is call 10-fold cross validation. The 

advantage gained by this process step is that it cut down 

the bias association with random sampling methods. 

4.2 Kappa stats 

Kappa statistics is also known as inter rater reliability to 

test frequently, the importance lies in the facts that it 

presents the extended facts about the collection of data in 

the study are correct for variable measurements. It 

compares the proposed model results with the randomly 

generated classified methods. While there have been 

introduced various methods to measure it but he method 

we have chosen in our proposed model is based on the 

kappa stats values between 0 and 1, where the values 0 

presents as invalid and 1 as the expected effects of the 

proposed model. In our model, the kappa result is 0.9916, 

which indicates that the proposed model has good 
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consistency. The equation works for the kappa statistics in 

our model is mentioned in (Eq.5-7). 
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4.3 Classification accuracy 

Diabetes mellitus dataset of 281 instances with 100 

attributes, auto-weka has performed 2,440 evaluations 

with the error ratio of 0.014 by time limit of 120 minutes. 

The experimental results are declared in (Table.1) along 

the clustering instance ratio and confusion instances by 

improved k-means. Which shows the best classifier by 

“auto-weka” on weka (version 3.9.2) is ‘adaboostM1’ (out 

of utmost 150 installed classifiers) with classification 

accuracy of 99.64% as compared to 92.6% (from previous 

related work) and means root error is 0.05% along 

estimated error rate of 0.0%. After the successful 

evaluation of 120 minutes, auto-weka took 0.015 seconds 

to build the model. 

Table 1: Stipulated into two parts; Proposed classification results of 
auto-weka by "AdaBoostM1" classifier, showing the arguments, error 

rates, accuracy ratio by class and other parameter details. Secondly the 

detail of improved k-means clustered instance result with tested_positive 
and tested_negative ratios on Diabetes type wise with absolute mean 

percentage along cluster confusion instances 
Precision Recall F-measure MCC ROC PRC 

0.996 0.996 0.996 0.992 1.000 1.000 
Accuracy of classified instances 280 99.64% 

True and False positive rates 0.996 0.008 
Kappa stats analysis ratio 0.9916 
Mean absolute error rate 0.005% 

Value Count Ratio 
Clusters by class & Diabetes type 

TN TP NID GTD IND 

0 138 49 47 91 128 7 3 
1 143 51 40 103 128 7 8 

Confusion matrix A B 
Predicted positive 86 1 
Predicted negative 0 194 

 

The cost benefit principles span the area of diabetes from 

the patients to analyze the record statistics of insulin level 

or with other treatment terminologies. In other words, 

analysis finds the quantifies and adds all the positive 

factors regarding benefits than it identifies, quantifies and 

subtracts all the negative ratios, which is called "Cost". 

The difference between these two terms are whether the 

planned action is advisable or not for the patients. Cost 

benefit analysis can helps the medical specialists to 

analyze the patient’s ratio with their medical stats and 

stages. It works with the predictions of tested positive and 

negative ratios. In our proposed model, it has a good 

prediction percentage as shown in (Fig.1), where 

prediction for the positive analysis is 68.68% and negative 

analysis is 30.96% with the total Gain of 119.51% and 

0.02% with threshold. 

 

Fig. 1  Proposed the Cost/Benefit curve visualization with threshold 

percentage sample size by improved clusters vary from 0 to 1 and mean 

gain from clusters from 1 to 194 improved instances on Y-axis 

5. Discussion 

In the above study, our proposed model reveled the best 

accuracy results based on precision, kappa statistics, recall, 

MCC with ROC area and cost analysis ratio’as discussed 

above grounded on the real-life diabetes dataset from 

‘Nigeria’, where the basic needs of life is challenge and 

population is migrating towards the other regions of globe. 

The basic needs compulsory for life like food, water, 

shelter, proper sleep, safety, clothing and many more. In 

‘Nigeria’ people are rushing to achieve the life goals to 

live properly, where they forget to take proper care of 

health’ which causes so many cases and the major one 

comes in present time is Diabetes mellitus. In this section, 

we will compare our proposed method results with the 

work of other researchers in prediction of patient’s initial 

care. 

As we discussed the researchers work in the ‘related 

work’ section and presented their work with the accuracy 

ratios of their experiment models, which was based on the 

artificial datasets and the accuracies were been improved 

by changing the values according to their experiences. 

With their work, we have compared our proposed model 

of results with the accuracy ratio of up to 99% by 

improving the clustering instance and results are shown in 

(Table.2), which is based on the real-life diabetes dataset 

without changing the values. 
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Table 2: Recap of researchers classification accuracy compared with our 

proposed model with references  
Classification methods Accuracy Reference 

Proposed Model 99.6441 This paper 
MLP 73.8 [25] 

Discrim 77.5 [37] 
Logdisc 78.2 [38] 

KNN 94.2 [24] 
Logistic 85.35 [39] 

BayesNet 74.7 [40] 
NaiveBayes 76.3 [38] 

Random Forest 76.6 [39] 
LogitBoost 93.93 [39] 

J48 98.1 [41] 
SGD 76.6 [39] 
SMO 77.26 [40] 
ANN 89.84 [40] 
RBF 75.7 [38] 
FCM 94.7 [41] 

AdaBoost.M1 92.6 [39] 

6. Conclusion and future work 

In conclusion, this paper has aimed to establish a 

prediction model for diabetes mellitus prevalence. We 

have compared the classification analysis with previous 

work and proposed the cost benefit ratio for initial care 

circumstances, the classification has approached with 

auto-weka in comparison of utmost 150 classifiers [33] 

and the improvement in clustering by k-means algorithm 

to have fruitful results for cost benefit analysis.One of the 

benefits of our proposed model is that it avoids deleting 

the original data, which ensures the high quality in 

experiment. And the other benefit is, our model can apply 

to the artificial data from different UCI databases [19]. 

The main problem was solved, which was to improve the 

accuracy of prediction analysis and making the model to 

be adapted by different datasets. 

As the researchers are working more on improvement of 

weka and more plugins are coming on the way for 

classifiers. Our future work has aimed to maintain and 

improve our model by adopting new plugins for our 

proposed model on Meta data. 
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