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Abstract 
Many researchers worked on detection and verification of 
fingerprints that involves sensor or fingerprint detection device. 
However, due to lack of availability of sensors and such devices 
in remote areas leads to alternative and cost-effective solutions for 
such purpose. Using of ordinary camera or webcam for such 
purpose provides cost-effective solution as nowadays, most of the 
smartphones comes with digital cameras of reasonable image 
quality. This paper proposes a fingerprint registration and 
verification technique that involves pre-processing of digital 
image in order to convert it into binary image. The binary image 
have similar characteristics when compared to the output of 
scanner. Therefore, preprocessing is followed by the techniques of 
feature detection such as ridges and bifurcation. Those features are 
either stored in database in case of registration process whereas are 
compared with features of stored fingerprints in case of 
verification. Proposed method is a cost-effective solution for 
fingerprint registration and verification at the cost only few 
additional steps of image preprocessing. 
Key words: 
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1. Introduction 

With the advancement of technology, security of devices, 
buildings and organizations become an issue. Whether it is 
allowing an authorized person to enter a specific building or 
allowing a person to use a service or facility, registration of 
that person is needed in order to track and minimize 
suspicious activities. For such purpose, biometric 
registration and verification methods that involves image 
processing techniques are used. 
Automatic biometric recognition is a widely addressed area 
of image processing. Biometric recognition involves face 
detection, retina and iris detection and fingerprint detection 
[1-5]. 
Face verification [6-7] involves storing a face in a database 
during registration process whereas comparing a face with 
hundreds or thousands of images in database. Since face 
verification process involves storing and comparing of so 
many images, it is computationally expensive. Also, factors 
such as illumination, image scale, posture, eyes and mouth 
opening and closing affect the performance of an algorithm 
and demands complex computation. 

IRIS recognition and verification [8-10] involves 
segmentation of IRIS radius followed by feature extraction 
and comparison. It is widely used at airports and other high-
risk locations along with face detection and fingerprint 
verification. Although IRIS verification devices embedded 
with efficient algorithms provides good performance, 
however, the devices are far more expensive to be used 
extensively. 
Fingerprint verification algorithms [11-15] on the other 
hand, involves extraction of features such as bifurcation and 
ridges of a fingerprint that is obtained using scanner. The 
magnitude and orientation of these features are then stored 
in database during registration whereas compared with 
existing features in case of verification. Fingerprint 
scanners are the most cost-effective [16] options currently 
and usually 3-10 times cost-effective compared to IRIS 
scanners. 
Many researchers [11-21] worked on proposal of 
algorithms and applications of fingerprint verification 
methods. Trend is to rely on fingerprint scanners to obtain 
input fingerprint. For example, Mahajan et al. [17] and 
Priya et al. [18] proposed secure banking systems that use 
fingerprint verification along with username and password 
since using username and password is not secure. But such 
system have a drawback that a user cannot access his/her 
account without the use of a scanner and hence reducing 
accessibility. 
Some of the researchers worked on making fingerprint 
sensors more secure. Such as Baldissera et al. [19] proposed 
to use odor sensor that use odor analysis to detect a fake 
fingerprint. Such method, although improve accuracy, 
however, an additional sensor increases the cost further. 
Nikam and Agarwal [20] proposed use of ridgelet transform 
to perform point-to-point or point-to-line mapping in order 
to detect and discard fake fingerprints. However, ridge 
transforms perform better for straight lines, however, 
fingerprint contains edges that are curvy instead of straight 
lines. Choi et al. [21] proposed fake fingerprint detection by 
assuming some properties of fake fingerprint such as 
Broken ridges, presence of noise and thick edges. However, 
broken ridges might be present in original fingerprints due 
to scanning issues whereas presence of noise might be 
because of faulty scanners. Also, thickness of edges 
sometime depends on amount of pressure applied on sensor 
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while providing fingerprints. Therefore, assuming such 
properties while trying to discard fake fingerprints will 
often leads to detection of original fingerprints as fake.  
Researchers worked on identification of problems and their 
solutions to propose efficient fingerprint detection and 
registration techniques, however, usage of sensor for 
getting input fingerprints decreases the factor of availability 
as fingerprint scanners are not widely available. Therefore, 
this paper proposes a technique that use image of finger 
captured using any digital camera, apply pre-processing 
techniques such as image enhancement, segmentation, 
morphological filtering and binarization in order to convert 
image captured using digital camera into equivalent to the 
output of a scanner. Finally detection of features and 
comparison is done using conventional extraction and 
comparison techniques. Simulation results show that 
proposed method provide accuracy closer to the state-of-the 
art methods whereas unlike other methods, it doesn’t 
require a fingerprint sensor. 
The rest of this paper is organized as follows: Section 2 
describe some of the conventional methods used for 
detection of fingerprints through sensor, Section 3 discusses 
the proposed methodology and Section 4 is the conclusion. 
 

 

Fig. 1  Flowchart of the proposed algorithm 

2. Methodology 

Since the objective of proposed method is to provide a cost-
effective alternative to fingerprint scanner, therefore, some 
pre-processing steps before extraction of features. Fig. 1 
show the flowchart of the proposed method. Input image is 
subjected to application of some pre-processing steps. Pre-
processing is followed by ridge detection. Orientation and 
frequency estimation of detected ridges is performed that is 
followed by image binarization, morphological thinning 
and feature extraction. Finally, input fingerprint is either 
stored or compared according to the requirement. All the 

steps shown in the flowchart are explained in details in 
upcoming subsections. 

2.1 Image Acquisition 

Instead of using scanners, any kind of digital camera can be 
used for acquiring images for using them as input. For this 
paper, images were acquired using ordinary webcam. 

2.2 Pre-Processing 

Input fingerprint image is of RGB format that do have three 
layers. Each layer have different intensity values, however, 
structure of edges and other details is same in all three layer. 
Instead of using RGB color image, input image is converted 
into grayscale image in order to improve performance 
efficiency. In grayscale image, only a single layer needs to 
be processed unlike three layers of RGB image. An image 
can be converted using (Eq. 1) as follows 
 

𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝐼𝐼𝑅𝑅 ∗ 𝑤𝑤𝑅𝑅 + 𝐼𝐼𝐺𝐺 ∗ 𝑤𝑤𝐺𝐺 + 𝐼𝐼𝐵𝐵 ∗ 𝑤𝑤𝐵𝐵  (1) 
 
Where 𝑤𝑤𝑅𝑅 + 𝑤𝑤𝐺𝐺 + 𝑤𝑤𝐵𝐵 = 1. Since bayer pattern have two 
block representation of green layer in each 2x2 block [22-
23] whereas red and blue layer have single block 
representation, therefore, 𝑤𝑤𝐺𝐺  should be assigned maximum 
weight compared to 𝑤𝑤𝐵𝐵  and 𝑤𝑤𝑅𝑅 . Also, since humans are 
more sensitive to red color, therefore, 𝑤𝑤𝑅𝑅 should optionally 
have more weight compared to 𝑤𝑤𝐵𝐵.  
After converting image to grayscale, edge based image 
enhancement is applied in order to get a clear image that 
contains fine and enhanced details. Since sometime the 
fingerprint doesn’t have visible fine details, therefore, edge 
based enhancement is done in two steps. Firstly, image 
enhancement method named unsharp masking [24] is 
applied to the image that involves in subtracting an image 
with a blurred version of itself and enhancing those regions 
that provide good responses after subtraction. For 
calculation of blurred image, Gaussian filter is convolved 
with original grayscale image using (Eq. 2) as 
 

𝐼𝐼𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 ∗ 𝐺𝐺𝜎𝜎     (2) 
 
Where 
 

𝐺𝐺𝜎𝜎 = 1
√𝜋𝜋 𝜎𝜎

𝑒𝑒
−𝑥𝑥2

2𝜎𝜎2     (3) 
 
After performing unsharp masking to get image 𝐼𝐼𝑢𝑢𝑢𝑢𝑢𝑢ℎ𝑔𝑔𝑔𝑔𝑎𝑎 , 
contextual block-wise fourier domain [25] is applied by 
dividing image into 16x16 overlapping block followed by 
filtering these blocks in the fourier domain by a frequency 
and orientation selective filter whose parameters are based 
on the estimated local ridge orientation and frequency. The 
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outcome of fouried domain based enhancement is another 
image named 𝐼𝐼𝑒𝑒𝑢𝑢ℎ𝑔𝑔𝑢𝑢𝑎𝑎𝑒𝑒𝑎𝑎. 
The last step of image pre-processing is image 
normalization. The enhanced image is normalized using (Eq. 
4) as 
 

𝐼𝐼𝑢𝑢𝑛𝑛𝑔𝑔𝑛𝑛 = 𝐼𝐼𝑚𝑚𝑚𝑚𝑥𝑥−𝐼𝐼𝑒𝑒𝑒𝑒ℎ𝑚𝑚𝑒𝑒𝑎𝑎𝑒𝑒𝑎𝑎
𝐼𝐼𝑚𝑚𝑚𝑚𝑥𝑥−𝐼𝐼𝑚𝑚𝑚𝑚𝑒𝑒

   (4) 
 
Results of pre-process are shown in Fig. 2. Input fingerprint 
image is captured using ordinary camera is shown in Fig. 
2(a) which have visible fingerprint lines but not with much 
clarity. Fig. 2(b) show result of conversion of image into 
grayscale. Fig. 2(c) show application of unsharp masking 
results in clear visibility of fingerprint lines whereas Fig. 
2(d) show that application of fourier based image 
enhancement further clears the unclear edges and other 
details. Fig. 2(e) show result of application of normalization 
of image to convert image into scale of 0-1. 
 

 

Fig. 2  Result of applying pre-processing on fingerprint image: (a) 
original input image, (b) grayscale conversion, (c) unsharp masking, (d) 
block-wise fourier based enhancement, (e) Normalization of enhanced 

image. 

2.3 Ridge Detection 

Pre-processing of input fingerprint results in clear 
information about required details of fingerprint. Ridge 
detection step is followed after pre-processing detection 
that actually is based on calculation of response of each 
pixels for belonging to a ridge or not. For this purpose, 
gradients of normalized image are calculated by applying 
sobel operator [26] to get 𝐺𝐺 
 

𝐺𝐺𝑥𝑥 = 𝐼𝐼𝑢𝑢𝑛𝑛𝑔𝑔𝑛𝑛 ∗ 𝑆𝑆𝑥𝑥    (5) 
 

𝐺𝐺𝑔𝑔 = 𝐼𝐼𝑢𝑢𝑛𝑛𝑔𝑔𝑛𝑛 ∗ 𝑆𝑆𝑔𝑔    (6) 

2.4 Orientation and Frequency Estimation of Ridges 

After convolving normalized image to obtain gradients 
along x and y directions, magnitude and orientation of ridge 
is calculated using (Eq. 7) and (Eq. 8) respectively 
 

𝑀𝑀 = �𝐺𝐺𝑥𝑥2 + 𝐺𝐺𝑔𝑔2    (7) 
 

𝜃𝜃 = tan−1 �𝐺𝐺𝑦𝑦
𝐺𝐺𝑥𝑥
�    (8) 

 
In order to estimate the ridge frequency that I an important 
property, ridge frequency can be estimated using method 
provided by Babatunde et al. [27] as it is immune to noise, 
low contrast and different resolution. 
Babutunde et al. [27] divides image into QxQ blocks and 
estimate local orientation of the center pixel of each block 
using gradients along x and y direction. It then calculates 
uniformity level of each orientation field. It ensure the 
calculation of uniformity level above a certain threshold 𝐹𝐹𝐶𝐶 
and keep calculating uniformity level by using low 
resolution block in case it is below 𝐹𝐹𝐶𝐶. It then apply two 
adaptive filters to the image and if result of both adaptive 
filters for a certain pixel is above a threshold 𝐹𝐹𝑅𝑅𝑅𝑅𝑎𝑎𝑔𝑔𝑒𝑒 , it is 
marked as ridge pixel. 

2.5 Image Binarization 

Image binarization involves applying a certain threshold to 
magnitude of gradients of an image. Since an image have 
different variances and gradients along edges, it is not a 
good option to apply same threshold to all images. 
Therefore, some efficient threshold calculation criteria 
should be used in order to provide good automatic threshold 
calculation. Rosin [28] provided an efficient histogram 
based threshold calculation method that is simple as well. 
Idea of calculation of threshold using Rosin method can be 
easily explained using Fig. 3. 
 

 

Fig. 3  Rosin method to determine threshold from gradient magnitude 
histogram. 
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Fig. 4  Results after applying different steps on normalized image: (a) 
Ridge orientation, (b) Image binarization. 

Rosin draw a straight line that connect peak of histogram of 
gradient magnitude with the first zero bin at the tail of 
histogram. The bin that provides maximum perpendicular 
distance to the line is selected as the threshold. Fig. 4(a-b) 
show results of application of ridge orientation calculation 
and image binarization. 

2.6 Non-Maximal Suppression Based Edge Thinning 

It is clear from Fig. 4(b) that image binarization provide 
information of most of the important ridges, however, in 
order to extract features such as minutiae, binarized image 
with thick edges cannot be used as thick edges doesn’t 
provide good clues about their directions, endings or 
junctions. Therefore, there is need of conversion of thick 
edges into edges of one pixel thickness(thin edges). Canny 
[29] use an edge thinning method called non-maximal 
suppression that uses directions of gradients and suppresses 
all those edge pixels that don’t have maximum value along 
that direction by assigning them 0 values while retaining the 
maximum one. Therefore, for a thick edge, it retains the one 
that have maximum gradient values while suppressing 
others. Fig. 5(a) show the result of application of non-
maximal suppression based edge thinning. It can be seen 
from the image that edges that represent ridges are having 
thickness of one pixel and are ready to be used for minutiae 
extraction. 
 

 

Fig. 5  Results after applying different steps on binary image: (a) Non-
maximal Suppression, (b) Minutiae Extraction. 

2.7 Minutiae Extraction 

Minutiae are the features that are used to either store the 
information of a fingerprint or are used for comparison. 
Minutiae can be categorized into many types, however, 
ridge ending or ridge bifurcation are considered in this work. 
Ridge bifurcation is the point where a single ridge branches 

out into two or more ridges whereas ridge ending is the 
ending of a ridge. 
For extracting minutiae, a 3x3 window is moved across 
each pixel to calculate its cross number using (Eq. 9) as 
 
𝐶𝐶𝐶𝐶(𝑝𝑝) = 1

2
∑𝑖𝑖 = 1 𝑡𝑡𝑡𝑡 8| 𝑣𝑣𝑣𝑣𝑣𝑣(𝑝𝑝𝑅𝑅 𝑚𝑚𝑡𝑡𝑚𝑚 8) − 𝑣𝑣𝑣𝑣𝑣𝑣(𝑝𝑝𝑅𝑅−1)    (9) 

 
Where 𝑝𝑝𝑅𝑅  denotes the pixel around the centering pixel 𝑝𝑝. 
Spatial coordinates (𝑥𝑥, 𝑦𝑦), orientation ∝ and cross number 
𝐶𝐶𝐶𝐶 for each minutiae are also extracted for comparison or 
storing purpose. Fig. 5(b) show labeling of bifurcation and 
ridge ending. Blue squares represent ridge bifurcation 
whereas red squares represent ridge ending. 

2.8 Fingerprint Registration and Matching 

Extraction of minutiae is followed by fingerprint 
registration or matching according to our need. For 
registration purpose, all the relevant information extracted 
during of extraction of minutiae is stored in a database. 
Other information, such as person’s id, name or image can 
be also stored in the database with certain label or hash key. 
Fingerprint matching, on the other hand is not that simple 
process. For fingerprint matching, the minutiae of input 
fingerprint is matched with minutiae of all the stored 
fingerprints in the database. Suppose that minutiae of input 
fingerprints are stored in matrix 𝑋𝑋1 whereas it is currently 
compared with minutiae 𝑋𝑋𝑅𝑅 in the database. Firstly, 𝐶𝐶𝑛𝑛𝑅𝑅𝑢𝑢 is 
determined using (Eq. 10) as 
 

𝐶𝐶𝑛𝑛𝑅𝑅𝑢𝑢 = min(𝐶𝐶1,𝐶𝐶𝑅𝑅)   (10) 
 
Where 𝐶𝐶1 and 𝐶𝐶𝑅𝑅 are number of extracted minutiae for 𝑋𝑋1 
and 𝑋𝑋𝑅𝑅  respectively. If at least 𝐶𝐶𝑛𝑛𝑅𝑅𝑢𝑢 × 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ  minutiae of 
both fingerprint matches, then both the fingerprints are said 
to be of same person. Otherwise, they are said to be 
unmatched. Where 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ  is a threshold that preferably 
may  have value in the range of 0.8-0.9. 
It is suggested to align fingerprint in vertical direction   
while capturing its picture, however, input fingerprint 
sometimes isn’t perfectly aligned along vertical axis. 
Therefore, it is suggested to rotate the input fingerprint with 
rotation angles of −2°,−1°, 0, 1°, 2° and compare it with 
the fingerprints in the database. 

3. Results and Experiments 

For experiment purpose, Matlab 2016a was used. Values of 
𝑤𝑤𝐺𝐺 = 0.59,𝑤𝑤𝐵𝐵 = 0.18  and 𝑤𝑤𝑅𝑅 = 0.23  was used in (1) 
whereas 𝜎𝜎 = 3  where Gaussian of window size ( 2𝜎𝜎 +
1x2𝜎𝜎 + 1) was used in unsharp masking. 
For experiment purpose, total of 30 persons of age groups 
from 19-40 years were registered in databse whereas 100 
persons including 30 registered persons along with 70 
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unregistered persons images of fingerprint with some 
clarity were taken along vertical axis with possible rotation 
of −2° to 2°. The storage process was done successfully as 
there was no comparison involved, however, fingerprint 
matching process needed some performance evaluation 
criteria. 

Table 1: Accuracy of proposed method for different values of 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ. 
𝒕𝒕𝒎𝒎𝒎𝒎𝒕𝒕𝒎𝒎𝒎𝒎 .7 .75 .8 .85 .9 .95 1 

TP 100 100 100 100 100 .97 .9 
TN 100 100 100 100 100 100 100 
FP 0 0 0 0 0 0 0 
FN 0 0 0 0 0 1.408 4.11 

 
True positives, true negatives, false positives and false 
negatives were calculated for different values of matching 
thresholds 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ  . True positives, true negatives, false 
positives and false negatives are given in (11-14) as 
 

𝑇𝑇𝑇𝑇 = 𝑢𝑢𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑎𝑎𝑡𝑡𝑚𝑚𝑒𝑒𝑒𝑒×100
𝑢𝑢𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑚𝑚𝑡𝑡

   (11) 
 

𝑇𝑇𝐶𝐶 =
𝑢𝑢𝑓𝑓𝑚𝑚𝑡𝑡𝑓𝑓𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑎𝑎𝑡𝑡𝑚𝑚𝑒𝑒𝑒𝑒×100

𝑢𝑢𝑓𝑓𝑚𝑚𝑡𝑡𝑓𝑓𝑒𝑒𝑡𝑡𝑎𝑎𝑡𝑡𝑡𝑡𝑚𝑚𝑡𝑡
   (12) 

 
𝐹𝐹𝑇𝑇 = 𝑢𝑢𝑚𝑚𝑚𝑚𝑓𝑓𝑡𝑡𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑚𝑚𝑡𝑡𝑡𝑡𝑒𝑒×100

𝑢𝑢𝑡𝑡𝑒𝑒𝑡𝑡𝑚𝑚𝑡𝑡
   (13) 

 
𝐹𝐹𝐶𝐶 = 𝑢𝑢𝑚𝑚𝑚𝑚𝑓𝑓𝑡𝑡𝑚𝑚𝑚𝑚𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚𝑡𝑡𝑓𝑓𝑒𝑒×100

𝑢𝑢𝑓𝑓𝑚𝑚𝑡𝑡𝑓𝑓𝑒𝑒𝑡𝑡𝑒𝑒𝑡𝑡𝑒𝑒𝑎𝑎𝑡𝑡𝑚𝑚𝑒𝑒𝑒𝑒
   (14) 

 
Where 𝑛𝑛𝑚𝑚𝑔𝑔𝑢𝑢𝑒𝑒𝑡𝑡𝑎𝑎𝑚𝑚𝑢𝑢𝑔𝑔𝑡𝑡 , 𝑛𝑛𝑓𝑓𝑔𝑔𝑡𝑡𝑢𝑢𝑒𝑒𝑡𝑡𝑎𝑎𝑚𝑚𝑢𝑢𝑔𝑔𝑡𝑡  and 𝑛𝑛𝑚𝑚𝑛𝑛𝑚𝑚𝑔𝑔𝑡𝑡 were 30, 70 and 
100 respectively as registered fingerprints were 30 whereas 
100 fingerprints were used for experiment purpose. 
Table 1 show TP, TN, FP and FN calculation for different 
values of matching threshold 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ. It can be seen that for 
value of 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ > 0.9, 1-3 persons that were registered in 
database weren’t matched to any of the fingerprint stored in 
the database. It is because images usually are not clear 
enough to extract more than 90% of bifurcation and ridges 
compared to the bifurcation and ridges of corresponding 
actual stored fingerprints. However, for values of 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ ≤
0.9, matching accuracy is up to 100% whereas no FP were 
detected for all values of 𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ . Very small values of 
𝑡𝑡𝑛𝑛𝑔𝑔𝑚𝑚𝑎𝑎ℎ  guarantees 100% detection of TP, however, they 
might result in detection of FP as well and therefore, as a 
precaution, are not recommended. 

4. Conclusions 

This paper proposed a system that does not need a 
fingerprint or any other sensor for the registration and 
verification of fingerprints. The proposed system 
recommend using any ordinary digital camera for capturing 
images of fingerprint with some clarity of ridges. Input 
fingerprint image is not always perfect and sometime 
misses clear visibility along ridges, therefore, image 

enhancement techniques such as unsharp masking and 
fourier based blockwise enhancements are applied as the 
pre-processing steps. Techniques such as ridge detection, 
image binarization and edge thinning are followed by 
bifurcations and ridge endings detections. Those features 
are stored in database during fingerprint registration 
whereas are compared with features of stored fingerprints 
during fingerprint comparison process. Simulation results 
shows that detection accuracy of 100% can be achieved 
when matching threshold is in suggested range. 
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