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Summary 
Autism is a progress state linked with healthcare expenses, 
therefore, primary transmission of autism signs can reduce on 
these budgets. The autism transmission method involves offering 
a sequence of problems for parents, caregivers, and family 
members to reply on behalf of the kid to conclude the possible of 
autistic characters. Often present autism transmission tools, for 
instance the Autism Quotient (AQ), comprise various questions, 
furthermore to alert design of the questions, which makes the 
autism broadcast process prolonged. One would-be solution to 
advance the proficiency and correctness of transmission is the 
reworking of ambiguous rule in data mining. Ambiguous rules 
can be taken out robotically from earlier controls and cases to 
form a transmission cataloging system. This system can then be 
applied to predict whether individuals have any autistic behaviors 
rather than trusting on the unadventurous domain expert rules. 
This paper assesses fuzzy rule-based data mining for predicting 
autistic signs of kids to speak the above-mentioned problem. 
Empirical results show high performance of the ambiguous data 
mining model in respect to analytical correctness and sensitivity 
rates and unexpectedly lower than projected specificity rates 
when compared with new rule-based data mining models. 
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1. Introduction 

Autism is a form of progressive disorder originally listed 
under the umbrella of Diagnostic and Statistical Manual 
4th version text revised form (DMS-IV-TR) [1] as a kind 
of Pervasive Developmental Disorder [PDD] [2]. Autism 
spectrum disorder [ASD] is explained as the tasks in social, 
statement, communication, categorized actions, sensual 
and fancy abilities, which expressively disturb the 
behavioral presentation of a distinct. Conferring to the 
2014 statistics from the Disease Control and Prevention 
Centre [CDC], one kid out of each 68 kids is reported as 
an example of autism (1 percent of the total world people) 
[3]. By 2014, 3.5 million individuals in the USA had been 
detected as cases of autism; the figure of cases recognized 
in the United Kingdom has grown 119.4 out of a hundred 
(percent) from 2008 to 2014. 
ASD selection is the procedure by which the autistic 
indications of a specific can be find out [4]. This is a 
critical stage of ASD analysis as autism can‘t be 
recognized by conventional medical approaches such as 

blood examinations or body check-ups. There are several 
kinds of autism selection tools that include straight opinion, 
structured and semi-structured surveys and interviews [5]. 
Because of an absence of consistent actions in 
transmission kids for autism, in various circumstances the 
indications become observable only after they become 
adults. Consequently, the role of a feasible selection 
apparatus for recognizing the threat of ASD at the primary 
phase is giant. 
Current ASD selection techniques trust on a humble area 
proficient, as well as a huge number of queries that 
respondents have to reply, so these procedures have been 
disapproved by researchers for being prolonged and 
subjective [5]-[9]. Consequently, emerging finding 
systems that can be mined utilizing automatic procedures 
could be an encouraging track. This methodology of 
knowledge is called data mining and usually consumes an 
chronological dataset to determine effective hidden 
patterns for successful planning and the choice technique 
[10], [11]. Modern preliminary studies in autism 
investigation, mainly ASD diagnosis, for instance, [12]-
[17] and others, showed that data mining and machine 
learning techniques could improve correctness and 
proficiency of the diagnostic stage. However, there has 
been slight progress in examining data mining techniques 
inside autism screening because of the absence of datasets. 
With the development of mobile technology, a new dataset 
associated to behavioral appearances of autism has been 
suggested by [18]. 
This paper examines fuzzy data mining models to identify 
autistic indications for cases and controls of kids among 
the ages of 4-12 years. The projected model studies If-
Then rules grounded on dissimilar independent variables 
associated to behavior, i.e. AQ-10-Child [4], and 
additional demographic structures for example age, gender, 
and culture. The dataset utilized in this paper comprises of 
over 24 variables that have previously been selected 
utilizing a mobile application so-called ASDTests which 
was established in 2017 [19]. A fuzzy rule built on data 
mining has been well-read expending a Fuzzy Unordered 
Rule Induction algorithm (FURIA) [20]. The rules 
consequent have been accepted fruitfully to differentiate 
individuals with ASD. Moreover, these rules can be 
applied to substitute current domain expert rules and 
probably supporting clinicians in mentioning individuals 
with ASD indications for more assessment; furthermore 
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parents can now realize the connection between autistic 
behaviors. This paper is arranged such that, Section 2 
deliberates current research growths linked to the 
procedure of data mining in autism investigation, Section 3 
discusses data, structures, the experimental background, 
and results investigation. Lastly, a conclusion is presented 
in Section 4. 

2. Literature Review 

Examination claims suggested by two former examination 
studies concerning curbing the autism diagnosis associated 
to the application of machine learning methods in selective 
autism in the medical environment [21], i.e. [9], [22]. The 
researchers recycled 1949 illustrations [9], [22], that were 
achieved from the Autism Genetic Resource Exchange 
[AGRE] plus Balance Independent [BID] datasets [23], 
[24]. Before testing, the dataset had been altered as [9], 
[22] abolished illustrations that were not perfect ASD 
cases. Then, the identical machine learning methods (tree-
based algorithms) were utilized to categorize individuals. 
The outcomes of the [21] research exposed simple 
procedural and theoretical complications and, more 
significantly, no important time decrease was noticed as 
appealed by the former studies. 
The authors in [17] discovered the procedure of Twitter 
posts to feed into a data mining tool in directive to get 
suitable awareness associated to experiments, distresses 
and observes of autism, consequently raising knowledge 
between individuals in the community. The ASD-related 
tweets and messages were saved by inputting several 
keywords applying the Twitter search engine to get the 
needed data. The data was then investigated in expressions 
of Zipf‘s law benchmarks containing message length, text 
content, word occurrence, hash tag occurrences, and parts 
of speech occurrences [6]. A more analysis was 
accompanied to experiment whether the ASD tweets and 
non-ASD tweets could be spontaneously categorized. The 
outcomes of the research concluded a number of collective 
and variance characteristics associated to ASD and non-
ASD classifications could be utilized to improve an 
automated machine to screen the behaviors of the ASD 
associates on social media. 
The authors in [25] did research on how data mining 
techniques can be adopted to boost the influence of 
behavioral analysis on autistic individuals. Data was saved 
via videotaped sessions of almost nine hours each from 
eight dissimilar autistic kids who were getting behavior 
therapy. Throughout each session, the therapists 
documented the four suitable and unsuitable kid behavioral 
types: their own playroom behavior, behaviour with father 
and mother, behaviour with psychotherapists, and 
behaviour with newcomers. The outcomes of the study, 
based on data attained through data mining methods, 

directed that behavioural therapy can boost suitable 
behaviours and decrease any unsuitable behaviour of the 
autistic kids. The rules found confirmed that the possibility 
and occurrence of suitable and unsuitable behaviours can 
be forecasted more precisely with more data. 
The authors in [3] studied neuroimaging designs of autistic 
entities to start an actual mechanism to classify autism 
without the contribution of a long running process that 
needs exclusive training and proficiency. Functional 
Magnetic Resonance Imaging (fMRI) [26], [27] is utilized 
to seizure the brain images of the topic when he is sleeping 
or lazy. An overall of 1035 fMRI examples were attained 
from Autism Brain Imaging Data Exchange (ABIDE) [28] 
and then investigated to find out the design that could 
support to diagnosis autism. Deep learning methods are 
utilized to categorize and realize the unique structures of 
neuro images of autistic individuals’ intelligences and the 
performance that can be utilized to segregate cases of 
autism from controls. The outcomes of the investigation 
proposed that autism can be distinguished 69 percent more 
precisely through neuroimaging patterns of the intelligence, 
than the predictable diagnosis procedures, by spending 
deep learning methods like de-noising autoencorders. 
The authors in [29] studied the sequential inconsistency of 
the functional connections (FC) utilizing machine learning 
methodologies and brain neuroimaging methods for ASD 
classification. The node inconsistency of the subject‘s 
brain is attained to train dissimilar machine learning 
prototypes on a big sleeping mind fMRI [26] data of ASD 
and non-ASD persons acquired from ABIDE [28]. 
Machine learning classifiers like Naive Bayes [30], 
Support Vector Machines [32], Random Forest [31] and 
the Multilayer Perceptron algorithm [33] were functional 
on 147 cases and 146 controls of autism achieved from 
ABIDE applying Weka, open source machine learning tool 
kit [34]. According to the outcomes of the research, the 
machine learning models taught on dissimilar efficient 
unpredictability influences of the brain can attain a 
correctness of 62 percent in categorizing and individual 
autism with an understanding of 60-65 per cent and 
particularity of 60+ percent. 
The authors in [26] studied whether machine learning can 
be an adequate mechanism to analysis autism and 
Attention Deficit Hyperactive Disorder (ADHD). To 
accomplish the objective, the authors verified six diverse 
machine learning methods on 2925 Social Responsive 
Scale [SRS] data achieved from Boston Autism 
Consortium and Autism Genetic Resource Exchange [35], 
[23], Simons Simplex Collection version 15. The data 
appropriate to 65 SRS items was laminated into 10 folders 
each including 10 percent of both ASD and ADHD data to 
accomplish cross confirmation. For each cross 
authentication session, a negligible redundancy-maximal 
relevance [mRMR] article collection method [36] was 
implemented to rank all 65 items. The six machine 
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learning algorithms including Support Vector Machines 
[32] linear discriminant analysis [21], Categorical lasso 
[16], tree-based algorithms (Decision Tree and Random 
Forest) [31], [35] and Logistics Regression Model [37] 
were verified on totally the 65 rankings utilizing the 
platform Scikit-learn [38]. The consequences of the tryouts 
indicated that the mainstream of the machine learning 
methods increase the correctness of autism analysis. 
Mainly, a grouping of Support Vector Machines, Logistics 
Regression, linear discriminant investigation and 
Categorical Lasso methods created the best level of 
performance in categorizing autism and ADHD test 
examples. 
The authors in [37] proposed a machine learning-based 
system to predict ASD symptomology with the eye 
movement patterns of persons. Preliminary research were 
carried out on two objective groups of Chinese kids. An 
entire of 20 ASD kids, 21 age-matched characteristically 
developing (CD) children, 20 IQ matched CD kids (1st 
group), and 19 ASD, 22 IQ coordinated Logically 
Disabled (LD), and 28 age matched CD young adults and 
teenagers (2nd group). The eye activities and looking 
patterns were taken through a Tobii T60 eye tracker. The 
images taken were examined using k-means [39] to 
recognize the eye gape coordinates on the 3-D domains 
and to boundary the face into diverse regions. ASD cases 
are projected to be notable based on the magnitude and 
directions of both the eye look coordinates and eye signals. 
An archetypal like to ―bag of word‖ (BoW) is recycled to 
document the structure of coordinates per image per 
person. The forecast models are established utilizing the 
Support Vector Machine (SVM) algorithm to escape 
negative data and to recognize linear choice boundaries. 
The topic level forecasts with a worldwide beginning are 
permitted as a recording context to deduce practical 
boundaries and choice boundaries. The outcomes of the 
experimentations showed a better potential and efficiency 
in the projected system for recognizing symptoms of ASD. 
The author in [38] assessed the machine learning methods 
utilized in fundamental ASD screening and diagnosis tools 
to detect their drawbacks to deliver approvals and 
guidance for upcoming developments. Most of the former 
investigation works on the parallel subject of interest have 
spoken the excellence, correctness, technology usage and 
several other areas linked to the high-tech ASD analysis, 
but no research has yet spoken the dissimilar conceptual, 
execution, and other data issues related with numerous 
ASD tools. Most prominently many of the ASD tools have 
not combined machine learning methods into their 
selection and analysis development. Consequently [5], 
painted the machine learning methods utilized in large 
predominant ASD investigative instruments accompanied 
by their theoretical issues and data and topographies issues 
like data inequities, and delivers a series of promising 

approvals for upcoming developers to overwhelmed those 
issues. 

3. Empirical Analysis 

3.1 Data and Features 

Controls and cases interrelated to kids (aged 4-11 years) 
have been saved utilizing an ASD selection mobile 
application named ASDTests [40]. ASDTests was 
established in 2017 to accelerate ASD screening for 
diverse object collections containing babies, kids, adults 
and teenagers. In this paper, the motivation is on 
occurrences linked to the kids classification which have 
been composed founded on the AQ-10-child ASD 
screening tool [4] utilizing the ASDTests mobile 
application. Consequently, different experimentations 
were accompanied on the kid’s dataset only, which 
contains of 509 occurrences and 24 variables. The dataset 
has been achieved from its potential author and covers the 
period from September 2017 till December 2018. At first, 
the dataset was available in December 2017 with 292 
occurrences at UCI data depository [41], but we were 
clever to acquire from the dataset‘s owner the efficient 
dataset with 227 child examples. The dataset covers 252 
examples not on the spectrum (No ASD behaviors) and 
257 occurrences with ASD behaviors; thus the dataset is to 
some extent well-adjusted in respect to the goal class 
adaptable. Primarily, there were 24 free variables 
containing the aim class. Furthermost data examples 
communicate to male contributors with a proportion of 
71.31 per cent (363 out of 509 instances). Furthermore, 
125 examples in the dataset were innate with jaundice and 
438 examples have been saved from parents. Table I 
shows the major variables that we have used earlier to the 
data processing phase. A number of variables have been 
rejected and not involved in the table containing: 
Country_of_Residence, Case_ID, Language, Selection 
Type, Used_App_Before, since they have no new value 
and do not affect the cataloging of control and cases. 
Free variables A1-A10 presented in Table I resemble to 
the questions in the typical AQ-10-child screening tool and 
have been implanted within the ASDTests app. For ease, 
the authors of the dataset allocated these variables either 
‘0’ or ‘1’ grounded on the response agreed all through the 
screening examination by the contributor. Specially, for 
questions 1, 5, 7, 10, ‘1’ is allocated to the article when the 
participant replies ‘Definitely’ or ‘Slightly Agree’ 
however, ‘1’ will be specified for ‘Definitely’ or ‘Slightly 
Disagree’ for queries 2, 3, 4, 6, 8 and 9. The needy 
variable, which shows whether persons have ASD 
behaviors, is related with two promising values (Yes or 
No). This variable was given values grounded on the score 
acquired by persons in the ASDTests app and was created 
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by the AQ-10-child tool. For a mark greater than 6, ‘Yes’ 
was allocated to the goal variable for the example, else 
‘No’ was allocated. The procedure of transfer the values to 
the objective variable was automated utilizing the 
ASDTests app. 
 

3.2 Surroundings 

In this section, we examine the presentation of the fuzzy 
data mining algorithm called FURIA in discovering ASD 
traits for kids and equate the performance with respect to 
diverse assessment actions. To take a broad view the 
performance of FURIA, diverse data mining algorithms 
have been compared to make known the advantages and 
the disadvantages of FURIA. Specially, JRIP, RIDOR and 
ONER algorithms were applied [25], [29] because of the 
statistic they create rules in the arrangement of If-Then, as 
prepares FURIA, for reasonable evaluation. Moreover, 
these are rule-based data mining algorithms that have 
demonstrated their advantages in diverse cataloging 
applications, i.e. [42]-[44]. 
OneR, short for "One Rule", is a simple, yet accurate, 
classification algorithm that generates one rule for each 
predictor in the data, then selects the rule with the smallest 
total error as its "one rule". JRIP is a further innovative 
algorithm than ONER that advances an optimization 
technique and utilizes two subcategories of data (growing, 
pruning) all through the learning stage in order to decrease 
the number of rules created. JRIP typically creates fewer 
rules than ONER because of the cutting technique applied 
on the cropping set of data. RIDOR is a rule training 
algorithm that creates exception in the layout of rules. 
Finally, FURIA is a delay of JRIP (RIPPER algorithm) 
which creates a fuzzy unordered set rather than typical 
ordered rules sets as JRIP. FURIA services rising and 
trimming sets as JRIP in the procedure of rule learning and 
mining. It studies rules sets per objective class in a 
predictable approach and then put on an elasticity 
technique to evaluate the rules sets resultant. The result of 
FURIA is hunks of information that can be utilized for 
decision-making particularly in applications for instance 
medical diagnosis. This is the principal motive for 
accepting FURIA to hypothesis ASD categorization 
models in order to distinguish ASD traits during the 
method of broadcast. 
 
 
 
 
 
 
 
 
 

Table 1: Structures in the Datasets 
Variable 

No Variable Description 

1 A1 First question in AQ-10-Child 
screening tool 

2 A2 Second question in AQ-10-Child 
screening tool 

3 A3 Third question in AQ-10-Child 
screening tool 

4 A4 Fourth question in AQ-10-Child 
screening tool 

5 A5 Fifth question in AQ-10-Child 
screening tool 

6 A6 Sixth question in AQ-10-Child 
screening tool 

7 A7 Seventh question in AQ-10-Child 
screening tool 

8 A8 Eighth question in AQ-10-Child 
screening tool 

9 A9 Ninth question in AQ-10-Child 
screening tool 

10 A10 Tenth question in AQ-10-Child 
screening tool 

11 Age Age of individual in numeric 
(years) 

12 Gender Male or Female  
13 Ethnicity  Chosen from a list of predefined 

values  
14 Jaundice  Yes or No 
15 Family_ASD Whether any family members 

diagnosed with autism  
16 User  Who has taken the test (parent, 

self, relative, caregiver, etc)  

17 Target Class  
 

The dependent variable (Yes/No). 
This variable was assigned based 

on the score obtained by 
individuals in the ASDTests app. 
If score larger than 6 ―Yes‖ was 

assigned otherwise ―No was 
assigned‖. 

 
Experimentations of the data mining algorithms and 
FURIA have been piloted on WEKA completely, a 
machine learning stage that comprises valuable data 
mining, pre-processing and learning performances [32]. 
Additionally, a ten-fold cross authentication technique was 
implemented to conduct the data dealing out experiments. 
Last of all, investigational runs have been attended on a 
private computing machine with 2.3 GHz processor and 
8/16 GB RAM of memory. 

3.3 Results and Discussions 

Different assessment approaches, such as predictive 
accuracy, specificity and sensitivity between others, have 
been applied to visualize the learning algorithms 
presentation in categorizing ASD test occurrences from the 
kid dataset. Analytical accuracy is a collective presentation 
degree in categorization that discloses the percentage of 
investigation data that was appropriately discovered from 
the overall number of investigation examples. On the other 
side, sensitivity signifies the percentage of the 
investigation examples that is accurately optimistic, and 
specificity signifies the investigation examples that are 
actually negative. The accuracy of FURIA and the 
reflected data mining algorithms on the kid dataset are 
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presented in Fig. 1. The figure determines that 
classification models created by FURIA are extra accurate 
in discovering ASD behaviors than the left over algorithm. 
Specifically, the classification model of FURIA outdone 
models created by JRIP, OneR and RIDOR by 3.14%, 
7.66% and 0.98% on the kid autism dataset. A primary 
motivation for the supremacy of FURIA is the rules 
fuzzification process and the broadening technique that 
proceeds into account the order of the rule‘s originator all 
through the method of rule estimation. This rises the rule‘s 
transparency and perhaps data analysis making FURIA 
favours a further universal rule than those that are definite. 
The sensitivity rate achieved by the reflected data mining 
algorithms on the kid dataset is revealed in Fig. 2. The 
sensitivity rates resulting are reliable with the prognostic 
accuracy consequences in which FURIA performed 
excellent the measured data mining algorithms. The 
sensitivity rate of FURIA is higher by 12.8 %, 3.4% and 
11.5% than JRIP, RIDOR and ONER algorithms one-to-
one. To evaluate the behaviour of FURIA we observed at 
the confusion matrix outcomes achieved by its 
classification model. The confusion matrix outcomes 
indicated that only 13 instances with ASD traits have been 
imperfectly classified by FURIA as being without ASD 
behaviors, which is really a low number when likened with 
the outstanding algorithms. To be precise, 46, 22, and 43 
instances which are with ASD behaviors were 
misclassified by JRIP, RIDOR and OneR algorithms. 
These numbers describe the higher predictive rate acquired 
by FURIA. 
We examined the false positives rates by developing the 
specificity figures. Specificity (true negative rates) 
displays the percentage of contributors who are without 
ASD and have been acknowledged without ASD by the 
education algorithm. Fig. 3 shows the specificity rates 
resulting by the measured algorithms on the child dataset. 
Unexpectedly, FURIA accomplished lower specificity 
rates when equated with the other algorithms. We then 
examined the false positive rates since they underwrite 
principally in computing the specificity rate. From 244 
instances, 27 which are truly without ASD have been 
misclassified by FURIA as being with ASD. In other 
disagreements, there were 27 false positive instances 
created by FURIA, compared with 20, 21 and 64 false 
positive instances produced by JRIP, RIDOR and ONER 
algorithms one-to-one. These figures display that the 
specificity rate of ONER is the uppermost, and the 
specificity rate of FURIA is the lowermost, which is 
unexpected. One likely intention for the higher false 
positive rates by FURIA and JRIP is the failure of this 
algorithm to distinguish among instances with incomplete 
ASD traits. These are instances that may display some 
autistic behaviors yet they are not categorized to be on the 
spectrum by the screening tool. This displays a rich 
inadequacy of rule induction and fuzzy data mining 

algorithms, at least on the child data set measured in this 
paper. 
 

 

Fig. 1  Predictive accuracy generated by FURIA and the other Measured 
Data Mining Algorithms. 

 

Fig. 2  Sensitivity rate generated by FURIA and the other Measured Data 
Mining Algorithms. 

 

Fig. 3  Specificity rate generated by FURIA and other Reflected Data 
Mining Algorithms. 

The fuzzy sets formed by FURIA are publicized below: 28 
fuzzy rules were resulting by FURIA from the kid autism 
dataset in which 11 rules are coupled with target class 
―”yes” and the remaining rules with class ―”no”. 
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Centered on the rules created, the topographies connected 
to AQ-10-child selection approaches proved to be 
powerful in discovering autistic behaviors predominantly 
features such as A4, A7 and A9 looking largely in the 
fuzzy rules sets. Precisely, features named A4, A7, A9, A2, 
A1, A10, A5, A3, A6 and A8 have performed in the fuzzy 
rules sets 14, 11, 10, 10, 10, 12, 9, 9, 9, 9, separately. This 
specifies that these structures have high influence on 
detecting ASD traits and further significant than 
demographic topographies in the kid autism dataset. 
Global, FURIA shaped valuable amounts of knowledge 
that can be demoralized by clinicians, parents, caregivers, 
and teachers among others, in accepting autism traits of 
children for better screening. When FURIA is integrated 
within screening tools of autism we expect that the 
automated fuzzy rules to be highly influential in detecting 
cases of autism for further referral and perhaps to 
substitute prevailing static domain expert rules. 
FURIA rules: 
=========== 
(A4 in [-inf, -inf, 0, 1]) and (A8 in [-inf, -inf, 0, 1]) and 
(A9 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.99) 
(A5 in [-inf, -inf, 0, 1]) and (A10 in [-inf, -inf, 0, 1]) and 
(A7 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A4 in [-inf, -inf, 0, 1]) and (A1 in [-inf, -inf, 0, 1]) and 
(A5 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A1 in [-inf, -inf, 0, 1]) and (A9 in [-inf, -inf, 0, 1]) and 
(A2 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A6 in [-inf, -inf, 0, 1]) and (A5 in [-inf, -inf, 0, 1]) and 
(A9 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A7 in [-inf, -inf, 0, 1]) and (A3 in [-inf, -inf, 0, 1]) and 
(A2 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.96) 
(A4 in [-inf, -inf, 0, 1]) and (A7 in [-inf, -inf, 0, 1]) and 
(A2 in [-inf, -inf, 0, 1]) and (Family_ASD = no) => 
Class=NO (CF = 0.97) 
(A10 in [-inf, -inf, 0, 1]) and (A2 in [-inf, -inf, 0, 1]) and 
(A1 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.97) 
(A8 in [-inf, -inf, 0, 1]) and (A5 in [-inf, -inf, 0, 1]) and 
(A3 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A6 in [-inf, -inf, 0, 1]) and (A7 in [-inf, -inf, 0, 1]) and 
(A10 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.98) 
(A4 in [-inf, -inf, 0, 1]) and (A8 in [-inf, -inf, 0, 1]) and 
(A1 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.99) 
(A9 in [-inf, -inf, 0, 1]) and (A7 in [-inf, -inf, 0, 1]) and 
(A8 in [-inf, -inf, 0, 1]) and (A1 in [-inf, -inf, 0, 1]) => 
Class=NO (CF = 0.98) 
(A4 in [-inf, -inf, 0, 1]) and (A6 in [-inf, -inf, 0, 1]) and 
(A8 in [-inf, -inf, 0, 1]) and (A2 in [-inf, -inf, 0, 1]) => 
Class=NO (CF = 0.98) 
(A9 in [-inf, -inf, 0, 1]) and (A3 in [-inf, -inf, 0, 1]) and 
(A4 in [-inf, -inf, 0, 1]) => Class=NO (CF = 0.99) 

(A9 in [-inf, -inf, 0, 1]) and (A7 in [-inf, -inf, 0, 1]) and 
(A5 in [-inf, -inf, 0, 1]) and (Jaundice  = no) => Class=NO 
(CF = 0.98) 
(A10 in [-inf, -inf, 0, 1]) and (A2 in [-inf, -inf, 0, 1]) and 
(Family_ASD = yes) => Class=NO (CF = 0.94) 
(A6 in [-inf, -inf, 0, 1]) and (A3 in [-inf, -inf, 0, 1]) => 
Class=NO (CF = 0.99) 
(A4 in [0, 1, inf, inf]) and (A5 in [0, 1, inf, inf]) and (A9 in 
[0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) => Class=YES 
(CF = 0.99) 
(A8 in [0, 1, inf, inf]) and (A1 in [0, 1, inf, inf]) and (A3 in 
[0, 1, inf, inf]) and (A5 in [0, 1, inf, inf]) => Class=YES 
(CF = 0.96) 
(A4 in [0, 1, inf, inf]) and (A7 in [0, 1, inf, inf]) and (A3 in 
[0, 1, inf, inf]) and (A6 in [0, 1, inf, inf]) and (A2 in [0, 1, 
inf, inf]) => Class=YES (CF = 0.99) 
(A9 in [0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (A1 
in [0, 1, inf, inf]) and (A8 in [0, 1, inf, inf]) => Class=YES 
(CF = 0.98) 
(A6 in [0, 1, inf, inf]) and (A7 in [0, 1, inf, inf]) and (A1 in 
[0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (A9 in [0, 1, 
inf, inf]) => Class=YES (CF = 0.99) 
(A4 in [0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (A7 
in [0, 1, inf, inf]) and (A3 in [0, 1, inf, inf]) => Class=YES 
(CF = 0.99) 
(A9 in [0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (Age 
in [-inf, -inf, 5, 6]) and (A8 in [0, 1, inf, inf]) and (A7 in [0, 
1, inf, inf]) => Class=YES (CF = 0.98) 
(A4 in [0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (A2 
in [0, 1, inf, inf]) and (Ethnicity = asian) and (Age in [-inf, 
-inf, 7, 10]) => Class=YES (CF = 0.94) 
(A6 in [0, 1, inf, inf]) and (A1 in [0, 1, inf, inf]) and (A9 in 
[0, 1, inf, inf]) and (A2 in [0, 1, inf, inf]) and (A3 in [0, 1, 
inf, inf]) => Class=YES (CF = 0.99) 
(A4 in [0, 1, inf, inf]) and (A10 in [0, 1, inf, inf]) and (A2 
in [0, 1, inf, inf]) and (A5 in [0, 1, inf, inf]) and (A1 in [0, 
1, inf, inf]) and (A6 in [0, 1, inf, inf]) => Class=YES (CF 
= 0.99) 
(A8 in [0, 1, inf, inf]) and (Jaundice  = yes) and (A5 in [0, 
1, inf, inf]) and (A7 in [0, 1, inf, inf]) and (A6 in [0, 1, inf, 
inf]) and (A10 in [0, 1, inf, inf]) => Class=YES (CF = 0.97) 
 
Number of Rules: 28 
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4. Conclusion And Future Works 

Autism Spectrum Disorder (ASD) is one of the emergent 
neurodevelopment circumstances internationally with 
several entities hidden, making early screening critical for 
individuals, family members and physicians. Furthermost 
of the existing ASD methods contain of a large set of 
questions wrapping communication, social and pedestrian 
behaviors and trust on domain expert rules with a basic 
recording function to notice autistic traits. One 
encouraging approach that can automate the procedure of 
ASD screening and develop the accuracy and efficiency of 
the discovery is the usage of fuzzy data mining. In this 
paper, the Fuzzy Unordered Rule Induction algorithm 
(FURIA) has been assessed for ASD behaviors detection. 
FURIA shapes screening models in an automatic way from 
past controls and cases and then exploits the models to 
find out the option of autistic traits in novel people. The 
important power of FURIA screening models is the 
statistic that they enclose valuable pieces of knowledge 
(fuzzy rules) that not only clinicians and other medical 
staff can understand but also teachers, family members, 
and caregivers. These fuzzy rules are a foundation of 
evidence that can benefit unlike stakeholders understand 
the key powerful factors for ASD and consequently 
appropriate individualized plans can be intended and 
developed to supply to the necessities of people who drop 
within the spectrum. Empirical results created on real data 
collected freshly from children between 4-11 years old 
consuming a mobile application called ASDTests, 
discovered that FURIA fuzzy rules were intelligent to 
find-out ASD traits with up to 92.14% classification 
accuracy and 94.9% sensitivity rate; these outcomes were 
greater to other Desirous and Rule Induction techniques. 
Although FURIA creating a satisfactory specificity rate, i.e. 
89.3%, other data mining techniques created better 
specificity results. 
One of the boundaries of this study is not comprehensively 
bearing in mind feature valuation on the dataset and not 
considering other target datasets for example infants, 
teenage and adults. 
In close forthcoming, we are successful to relate the fuzzy 
rules on datasets connected to infants and teenagers and 
pursue whether the concert will be continuous. 
Furthermore, we will examine features that are comparable 
between different age categories. 
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