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Summary 
The automatic speech recognition (ASR) is a field of research 
that has been emerged in the early 1950s, and has been used in 
the literature for convenient and efficient human-machine 
interaction. For voice command system, it is based on 
implementation of isolated-word speech recognition and it can 
include many applications, such as voice-activated devices, 
robots, access control system, etc. In this paper, such 
isolated-word speech recognition system has been implemented 
on Raspberry-Pi 3 (RPi 3) board by combining Wave Atoms 
Transform (WAT) approach and Frequency-Mel Cepstral 
Coefficients (MFCC) (WAT-MFCC) with Support Vector 
Machine (SVM). The experiments have been tested on Arabic 
words database and the achieved results have proven the 
reliability of the proposed WAT-MFCC-SVM recognition 
approach with a rate of 100% and a Real-Time Factor (RTF) of 
1.50. 
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Isolated-word speech recognition, Real-Time implementation, 
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1. Introduction 

Speech is an easier communication way for humans to 
express their ideas and feelings. In fact, using it as a 
means to control one’s environment is usually an 
intriguing thing. For this reason, the research in automatic 
speech recognition (ASR) undergoes increased and 
renewable increments. Indeed, several researches have 
been carried out during last decades in order to design 
such an ideal speech recognition system which is able to 
understand isolated-words speech in real-time, from 
different speakers and in various environments. 
Nevertheless, reaching this ultimate goal is still a 
persistent requirement for the recent developed ASR 
systems. Also, this task is more challenged due to the 
presence of large variations in speech signals such as, 
absence or lack of clear boundaries between words or 
phonemes, and the presence of undesirable noise signals 
caused by the variability of the speakers and their 
surroundings (e.g. gender, speed of speech, speaking style, 
and dialects [1, 2]).  
There are many applications of ASR systems which have 
been released to accomplish different tasks ranging from 
the simplest to the most complex, such as air traffic 

control, speech-to-text input, ticket reservations, gaming, 
security and biometric identification, automobile sectors, 
home automation [3, 4]. Furthermore, the advancements 
recording in ASR research area have their good impact in 
life of disabled and elderly persons by offering them 
highly quality of assistance.  
In the literature, there are various perspectives from which 
the ASR tasks were examined. In [5], some challenges of 
ASR were discussed and a brief over view on a number of 
well-known approaches was also presented. Indeed, two 
feature extraction techniques were considered by the 
authors in that work: the Mel-frequency cepstral 
coefficient (MFCC) and predictive linear coding 
coefficient (LPC), besides five other classification 
methods: knowledge-based approaches, templates-based 
approaches, artificial neural networks (ANNs), hidden 
Markov models (HMMs) and dynamic time warping 
(DTW). Thus, a comparison between many ASR systems 
was performed on the basis of the extracted features and 
classification techniques. Moreover, numerous approaches 
have been cited in [6] and employed as techniques in both 
pre-processing and feature extraction stages of an ASR 
system. In [7], the authors have presented different 
viewpoints for constructing ASR systems. In fact, they 
have considered that these systems are composed of a 
number of processing layers since several components are 
required, resulting in a number of their computations. Also, 
authors have concluded that the reduction in the present 
error rates of ASR can be obtained when choosing wisely 
the corresponding processing layers. In [8], both ASR and 
text-to-speech (TTS) research areas have been discussed 
by authors. In ASR section, they have considered different 
aspects for the classification of speech, such as 
cepstrum-based feature extraction techniques, data 
compression, and HMMs. Also, they have discussed 
different ways to increase robustness against noise. In [2], 
a discussion in the field of ASR from the perspective of 
pattern recognition was presented.  
Mainly, ASR system consists of four phases: 
pre-processing phase, feature extraction phase, 
classification phase, and a language model [9]. In the 
pre-processing phase, the speech signal is transformed in 
order to further extract from it the consistent information 
in the feature extraction phase. In fact, there are common 
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functions between pre-processing and feature extraction 
phases, such as, the pre-emphasis, framing, normalization, 
noise removal, endpoint detection [8, 10, 11]. A number of 
predefined features are then extracted from the processed 
speech in feature extraction phase. Thus, these extracted 
features have to be able to discriminate between classes 
while preserving the robustness to any external conditions, 
such as noise. In [12-14], it has been proved that the 
performance of ASR systems relies sharply on the selected 
feature extraction method since the used classifiers in the 
classification stage have to classify efficiently these 
extracted features. In [16, 3], various feature extraction 
methods have been proposed, such as, MFFC, LPC, and 
Discrete Wavelet Transform (DWT). For the language 
model, it is composed of different kinds of knowledge 
related to a language, such as the semantics and the syntax 
[15]. 
In recent decades, the creation of an ideal ASR system that 
has the ability to understand continuous and discrete 
speech in real-time (in any environment and from different 
speakers) was the center of interest of many research 
which still far from achieving this ultimate objective [16, 
17]. Among the real-time applications of ASR, we can 
mention the security systems, automation and robotics, 
and so on. Most speech-related applications are 
classification-based applications. HMM and ANN models 
are frequently used for classification in ASR systems. The 
HMM model has the drawbacks that the probability 
function is the only one function that it can be used and 
the neighbor frames should be independent [18]. However, 
these constraints are resolved in ANN model as each 
neuron in the hidden layers has its activation function. For 
pattern recognition, ANN algorithm was considered as a 
good and a highly efficient classifier [18].  In subordinate 
database containing a vocabulary of 571 words, the Non 
Negative Matrix (NNM) had let to achieve a word 
exactness of 94% against 88% for HMM model using a 
low-perplexity language structure. In contrast, the word 
exactness has reached 58% for NNM against 49% for 
HMM without a language structure. Using TIMIT 
database, poor results have been reached employing both 
classifiers, but with a slight improvement for NNM model 
[19]. In Chinese speech recognition, the introduction of 
Deep Neural Network (DNN) has contributed to reduce 
the character error rate by 20% and it has outperformed 
Gaussian Mixture Model (GMM) in terms of 
performances [20]. In noisy conditions, more effective 
results have been obtained using DNN and support vector 
machine (SVM) classifiers in comparison with those of the 
state-of-the-art [21]. In [22], it has been shown that 
artificial neural network (ANN) is good for short or 
isolated word recognition. This is due to the fact that the 
reconfigurable hardware is faster than software and the 
neural network can offer a more improvement in term of 
speed when implementing it on hardware architecture. 

This is the case for image processing in robotics and 
pattern recognition applications when lesser time and fast 
time response, were achieved using neural network 
implemented on FPGA [23]. Only, 33% of FPGA 
resources have been used in this configuration. Although 
the neural network is slower on FPGA than on PC, but it is 
more stable, not dependant on the operating system and it 
is less expensive [24]. By using the neural network, the 
made vehicles become more intelligent. In [25], a hybrid 
approach destined for speech recognition system has been 
evaluated on Xilinx. This approach was designed on the 
basis of Multi-layer Perception (MLP) and has shown 
significantly reduction in power and area. In [26], the 
vector feature dimensions have been reduced using Self 
Organizing Feature Map (SOFM). Perceptual Linear 
Predictive (PLP), MFCC, and DWT represent the main 
features which have been extracted in this approach. 
Despite of the large reduction in the feature vector 
dimensions, the recognition accuracy was the same as that 
obtained with the conventional methods [26]. In [18], an 
isolated spoken word speech recognition system has been 
implemented on RPi 2. A neural network exploited as 
classifier and MFCC as feature are the main components 
constituting this system. In fact, an accuracy of 100% has 
been obtained on TIDIGITS corpus for speaker dependant 
speech recognition. However, it was lower in the case of 
speaker independent speech recognition. In [27], an 
implementation of an embedded isolated word recognition 
system (IWR) has been carried out on 
STM32F4-Discovery platform. The iteration of the system 
was repeated three times and was done in two different 
scenarios: an Anechoic Chamber that has a very high SNR 
and in a Normal Environment. An overall average rate 
error per word (WER) of 1.04% and 2.81% were found for 
the respective scenarios. The reported real time factor 
(RTF) was 1.43, which is in line with the level of 
performance reported in the literature. 
Most of the solutions proposed in the literature that 
address the problem of Automatic speech Recognition 
(ASR) in embedded systems, are based on Digital Signal 
Processing (DSP) [28-32] or in FPGA [33-35]. We can 
also find some implementations based on Microcontrollers. 
Most of them require some communication channel with a 
remote server that processes the collected data and 
performs the real recognition [36-38]. Although these 
methods are powerful, they have higher latencies and 
consumptions.  
In turn, there are some approximations of ASR systems 
which are totally based on microcontrollers. In general, 
these applications use simpler acoustic characteristics in 
order to reduce the computational cost and they range 
from very simple vectors [39-41] to some more complex 
and robust [42, 43]. 
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Finally, other less popular implementations rely on 
dedicated chips to carry out the recognition process 
[44-46]. 
In this paper, we have implemented an isolated-voice 
recognition system on RPi 3 board. The proposed system 
was tested in different noisy conditions on Arabic database 
using Wave Atoms Transform (WAT) and MFCC as 
extracted features followed by SVM, MLP, and HMM as 
classifiers. WAT is one type of the wavelet-based 
transforms which also include wavelet packet transform 
(WPT) and DWT [47]. Furthermore, it is considered as a 
geometric tool used to analyze the signal in presence of 
noise and uncertainly that provide multi-resolution with 
multi-scale tools [48]. Moreover, Time-domain filtering is 
a simple denoising method which has been applied for 
corrupted signals [49] in order to remove high-frequency 
noise in low-frequency signals. However, this method 
cannot provide satisfactory results in real world conditions. 
To deal with this issue, we have proposed WAT-MFCC 
approach to more improve the real-time performances of 
isolated-word recognition system in different noisy 
conditions. 
The remaining sections of this paper are given as follows: 
In section 2, the proposed method is presented. The 
real-time implementation of the proposed approach on RPi 
3 board is exhibited in section 3. Discussion and analysis 
of different results are given in section 4. Conclusion and 
perspectives are drawn in section 5.  

2. The Proposed Method 

A comprehensive speech recognition system depending on 
WAT and SVM has been developed and implemented on 
Raspberry PI 3  board  in order to increase the 
recognition accuracy in real-time. This system includes 
several stages that are illustrated in Fig. 1. 

 

Pre-processing

WAT

Pre-processing

WAT

Hard thresholding

MFCC MFCC

Hard thresholding

Training
 (SVM)Recognition Classification

 
Speech  

Speech 

 

Fig. 1  Block diagram of the proposed speech recognition system. 

2.1 Pre-processing Speech stage 

The pre-processing consists of three phases: pre-emphasis, 
frame blocking, and windowing. 
For the first phase, it is destinated to reduce noises of 
speech signal during the capture moments and smooth 
spectral form of its frequencies. Indeed, the expression of 
the pre-emphasis filter in time domain is given as follows: 

? ) ( ) ( 1)y x x n ax n= − −   (1) 
 
Where, a can be defined as a pre-emphasis filter constant 
which ranges between 0.9 and 1.0. Concerning the second 
phase, it is the frame blocking in which the audio signal is 
split into many overlapping frames in order to avoid 
finding a single deletion of signals. In fact, all signals 
during this process have to get into one or two frames. To 
perform this purpose, short-time analysis can be applied.  
The third phase in the pre-processing stage is the 
windowing which can be described as an analysis process 
for long sound signals. Indeed, a Finite Impulse Response 
(FIR) digital filter is applied in this process in order to 
remove the aliasing signal forms caused by the 
discontinuities of the signal pieces which occur after the 
application of frame blocking process.  

2.2 Feature Extraction Stage 

2.2.1 Wave Atoms Transform (WAT) 

The first step of our approach consists in decomposing the 
speech signal using Wave Atoms Transform (WAT). The 
particularity in this transform is represented by its 
capability to convert the temporal representation of a 
signal into a time-frequency one. Also, this domain 
transformation can reduce the redundancies and 
decorrelate the signal samples. Thus, better bit rates of 
transmission can be reached. Indeed, the WAT process is a 
technique which can concentrate speech information into a 
few coefficients [50]. Therefore, many coefficients will 
either be zero or have negligible magnitudes. 

2.2.2 Thresholding 

Thresholding is the main step in speech recognition in 
noisy environment; it allows the rejection of the 
coefficients in which the WAT transform is inferior to a 
given threshold. There are several methods of thresholding, 
such as the hard thresholding and the soft thresholding 
which are the commonly used methods. In this paper we 
have used the hard threshold given by the following 
equation: 
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Re 0

C if C T
C

otherwise
 ≥= 
   (2) 

 

2.2.3 Mel-Frequency Cepstral Coefficients (MFCCs) 

The Mel-Frequency Cepstral Coefficients (MFCCs) are 
widely used in automatic speech recognition systems [51] 
due to their low complexity estimation and their good 
performance. It has been demonstrated that the MFCC 
representation approximates the structure of human 
auditory system better than the traditional linear and 
predictive features. However, MFCC coefficients are 
easily affected by common frequency localized random 
perturbations, to which human perception is largely 
insensitive. For each frame of speech signal, a MFCC 
vector is computed as follows: the power of the spectrum 
of a windowed signal block is mapped onto the Mel scale 
using triangular filters. The logarithm of the filter bank 
output is then again transformed by applying a Discrete 
Cosine Transform (DCT). The relationship between scale 
Mel and frequency is given by the following expression: 

( ) ( )F Mel   2595 *  log10 1  f / 700= +  (3)

 

 
Indeed, an illustration about the computing of MFCCs 
coefficients is shown in Fig.2.  
 

Pre-
processing WAT

Mel-
Frequency 
Wrapping 

 thresholding

Log(.) DCT
MFCC

Signal 
parole

 

Fig. 2  Computation of MFCC Coefficients. 

2.3 Classification 

2.3.1 Support Vector Machine (SVM) 

SVM classifier is a simple and an efficient computation of 
machine learning algorithms and it can be used to perform 
binary classification. Exploiting kernel function to 
transform the original input set into a high-dimensional 
feature space represents the main idea behind the use of 
this classifier. Therefore, that transformation can be used 
to solve non-linear problems [52]. For classification 
problems and patter recognition, SVM classifier has been 
widely applied and in limited training data, this classifier 

has outperformed other algorithms by reaching good 
classification performance [52]. 
The resulted hyper plan from the data separation of two 
groups is defined by the following expression:  

( ) tf x   w x  b= +
   (4) 

 
Where b is a scalar, x is an input factor and w is an m 
dimensional vector.  
SVM determines a hyperplane that corresponds to f(x) =0 
for linearly separable data. However, the input samples are 
mapped into a high-dimensional feature space using φ 
function for non-linearly separable case, as follows:   

( ) ( )tf x   w x   b 0ϕ= + =
  (5) 

 
and the decision function is consequently defined as:

  

( )t젨( ) sign (w x   b)D x ϕ= +
  (6) 

 
Recent studies aim to extend SVM to multi-class 
classification, which is often applied in real problems. 
Thus, the reduction of multiclass problem to a 
composition of several biclass hyper plane by drawing 
borders between classes [53]. In fact, there are two most 
popular methods for multiclass classification which are 
"one-against-one" (OAO) and "one-against-all" (OAA) 
techniques. For OAA approach, it is relies on “winner 
takes all” strategy, which aims to construct one SVM per 
class. That to say that to classify m classes, the 
one-against-all has to construct m binary SVM classifiers. 
This method is less sensitive to the imbalanced datasets, 
whereas it is more computationally expensive.  
In this paper, we have applied "OAA" technique on 
Raspberry Pi 3 (RPi3) board using SVM library from 
python platform [54]. 

3. Real-Time Implementation on Raspberry 
Pi 3 (RPi 3) Board 

3.1 Database 

The 2/3 rd of the database has been consecrated for 
training, while the rest has been used for testing. We have 
tested the proposed model on Arabic database containing 
11 Arabic spoken words of different directions (i.e 
takadam, tarajaa, 5alfa, amam, asraa, istader, sir, waraa, 
tawakaf, yamine, yassar). These words have been repeated 
10 times at different levels of SNR (ranging from -5 to 20 
dB).  
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3.2 Materials 

3.2.1 Hardware 

Raspberry Pi (RPi) can be defined as a single Linux board 
computer which has been extended to RPi 2 and RPi 3 
versions. The general architecture of RPi 3 board model B 
is shown in Fig.3.  
 

 

Fig. 3  The General Architecture of RPi 3 Board Model B. 

In this work, we have used RPi 3 since its major advantages, 
such as its high speed which can be 50% faster [55] than 
RP2 in virtue of its processor (1.2 KHz), good memory 
capacity of RAM (1GB), and the extensible memory of 
external SD card. Compared to RPi 2, RPi 3 board includes 
wireless connections by integrating WIFI and Bluetooth, 
which makes it promised for the internet of Things (IoT) 
applications. An illustration about the main technical 
specifications of RPi 3 board is given in Table 1.  

Table 1: Technical Specifications of RPi 3 Board Model B [55]. 
Feature Type 

CPU 1.2 GHz 64-bit quad core ARM 
Cortex-A53 

Memory 
(SDRAM) 

1 GB (shared with GPU) 

USB 2.0 Ports 4 (5 with the on-board 5-port USB 
hub) 

Video input 15-pin MIPI camera interface (CSI) 
connector , used with the Raspberry 

Pi camera or Raspberry Pi NoIR 
camera 

Video outputs HDMI (rev 1.3), composite video 
(3.5 mm TRRS jack) 

On-board 
storage 

Micro SDHC slot 

On-board 
network 

10/100 Mbit/s Ethernet, 802.11n 
Wireless, Bluetoth 4.1 

Power source 5 V with Micro USB or GPIO 
header 

CPU 1.2 GHz 64-bit quad core ARM 
Cortex-A53 

3.2.2 Software 

Raspberry PI 3 Model B can support many coding 
languages, such as C++, Java, Python, and…so on. In our 
work, we have used Python for the implementation of the 
proposed model since it makes the data processing faster 
than other programming language, as well as it contains 
rich toolbox. 

4. Results and Analysis 

In clean condition, the combination of SVM algorithm 
with WAT-MFCC feature has been contributed to get the 
best performances in terms of recognition accuracy 
(100%) and Real-Time Factor (RTF=1.50) compared to 
those obtained using HMM and MLP algorithms. Also, the 
use of WAT-MFCC as feature has led to improve the RTF 
compared to the use of MFCC only (1.50 and 1.70, 
respectively) with the preservation of high values of 
accuracy in all tests. Indeed, the obtained results for 
accuracy and RTF performances are summarized in Table 
2. 
In this paper, we have to mention that we have only 
included the results of RTF for the tested algorithms in 
clean condition as we have not got a significant 
improvement in noisy one.  

Table 2: Recognition and RTF results for different speech recognition 
algorithms in clean condition. 

Algorithm Recognition Accuracy (%) RTF  

MFCC-SVM 100 1.70 
MFCC-HMM 90.90 2.10 
MFCC-MLP 93.93 2.70 

WAT-MFCC-SVM 100 1.50 
WAT-MFCC-HMM 93.93 1.87 

WAT-MFCC-MLP 96.96 2.49 
 
Table 3 illustrates the recognition results obtained with 
different speech recognition algorithms. From this table, 
we can remark that SVM has succeeded to get the best 
recognition accuracies for all levels of SNR and in all 
noisy conditions. This record has been achieved in 
comparison to HMM and MLP algorithms. Indeed, the 
best recognition accuracy (100%) has been obtained at 15 
and 20 dB of SNR. For MLP and HMM algorithms, they 
have always led to achieve the best second and third 
recognition accuracies, respectively, at different levels of 
SNR in different noisy conditions. The best ones were 
96.96% and 93.93% using MLP and HMM algorithms, 
respectively, in “cafe” noise at 20dB of SNR. Also, we 
can remark that the more the SNR level increases the more 
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the recognition accuracy increases. In all tests, the worst 
results were recorded in “Traffic jam” noise in comparison 
with those obtained in “car” and “cafe” noises.   

Table 3: Recognition results for different speech recognition algorithms 
in noisy conditions 

Type of 
Noise 

Speech 
recognition 
algorithm 

-5db 0db 5db 10db 15db 20db 

Traffic 
jam 

WAT-MFCC 
SVM 63.63 72.72 87.87 90.90 96.96 100 

WAT-MFCC 
HMM 54.54 60.6 63.63 69.69 75.75 75.75 

WAT-MFCC 
MLP 60.6 63.63 66.66 72.72 78.78 84.84 

Car 

WAT-MFCC 
SVM 66.66 72.72 84.84 90.90 96.96 100 

WAT-MFCC 
HMM 60.60 69.69 72,72 72.72 75.75 78.78 

WAT-MFCC 
MLP 63.63 70.70 72,72 78.78 84.84 87.87 

Cafe 

WAT-MFCC 
SVM 72.72 72.72 75.75 84.84 100 100 

WAT-MFCC- 
HMM 60.60 66.66 69.69 75.75 87.87 93.93 

WAT-MFCC- 
MLP 63.63 63.63 72.72 78.78 90.90 96.96 

 
From Tables 2 and 3, we can say that the 
WAT-MFCC-SVM has proved its efficiency in terms of 
real-time performances in both clean and noisy conditions 
compared to HM and MLP algorithms. Furthermore, SVM 
algorithm has taken advantage from the combination of 
WAT approach with MFCCs coefficients which has 
sharply contributed to reach these performances by 
decreasing the amount of noise in test conditions.  
Table 4 gives an illustration of some works which have 
been performed in real-time using isolated-voice speech 
recognition systems. We can summarize from this table 
that our proposed model has succeeded to obtain good 
real-time performances in comparison to other works 
which have been performed on different databases and in 
different noisy conditions. 
 
 

 

 

 

 

 

 

 

 

 

 

Table 4: Real-Time performances obtained with other databases. 
Database Feature Classifi

er 
Accuracy 

(%) 
RT
F 

 
 

Japaneese [56] 
(10dB) 

 
MFCC 

 
 
 

HMM 

 93.49 
(Babble 
Noise) 

 
2.3
7 

 
MFCC 
+NS 

94.84 
(Hfchannel 

Noise) 

 
2.3
8 

 
 
 
 
 
 

Googl
e 

Speec
h [57] 

 
 
 

 
 

 Normal 
environment 

Bangal
a 

 
 
 
 
 

Google speech 
reorganization 

engine. 

87 

English 79 

 Calm environment 

Bangal
a 

85 

English 90 
 Room 

environment 
Bangal

a 
86 

English 76 
 Wind environment 

Bangal
a 

70 

English 70 
Nepali database 

[58] 
MFCC HMM 75 - 

Indian database 
[59] 

 
MFCC 

 
 DTW 

88 - 

Lithuanian 
database [60] 

97.70 - 

5. Conclusion and Perspectives 

In this paper, an implementation of isolated-voice speech 
recognition system has been proposed. In this system, the 
combination of WAT and MFCC with SVM as classifier 
has led to reach the best performances in both clean and 
noisy conditions compared to HMM and MLP algorithms. 
These performances are in terms of recognition accuracy 
and RTF in which this combination has reached 100% and 
1.57s, respectively. 
As further work, we suggest to test the proposed approach 
on-line or off-line on other databases, such as TIMIT 
database. Also, this approach should be implemented on 
other hardware architectures (i.e. FPGA, Ardouino…etc.) 
so that we can more view the progress of its performances 
in real-Time.   
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