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Summary 
The electroencephalographic (EEG) signal recognition to support 
disabled people controlling electric wheelchair is being considered 
by many researchers. This paper proposes a novel solution for 
online recognition of EEG signals and eye-direction when users 
look at the different types of images. A hardware and software 
communications system based on the above mentioned solution is 
designed to experiment. With 80 students volunteering to 
participate in the experimental process, the experimental result 
show that the best recognition rate of the proposed solution is over 
91%. 
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1. Introduction 

The electroencephalogram (EEG)-based brain-computer 
interfaces (BCI) [1] can provide a new way for the 
elderly and disabled people communicate with the outside 
world. The purpose of a BCI is to interpret user intentions 
to translate into control signals for output devices [2]. EEG 
signal analysis was applied in medicine such as early 
detection of Alzheimer [3], epilepsy [4] and applied in 
telecommunication such as calling or listening music based 
on EEG brain signal [5].  
In these recent years, EEG signal recognition to support 
disabled people controlling electric wheelchair is being 
considered by many researchers. According to previous 
studies, EEG signals are recognized based on eye blink [6], 
eye movement [7] or head movement [8]. However, People 
with disabilities who are unable to move their heads, move 
their eyes or wink, the EEG signal cannot be recognized.  
This paper proposes an EEG signal recognition model to 
control electric wheelchairs based on the EEG signal 
received when users look at the different types of 
images, and combine with eye-direction from the camera. 
This paper is improved from our previous work [9]. The 
contributions of this paper focus on the following sections: 

• Using Hilbert–Huang Transform (HHT) for EEG 
signal denoising because HHT is suitable for EEG 
signals. 

• Eye-direction recognition based on user’s facial 
image combining with EEG signals recognition 
aim to improve the effectiveness of recognition. 

• Design a system including hardware and software 
to experiment in the real world. 

• Experimental data is collected from 80 students 
volunteering to participate in experiments. 

 
The rest of the paper is structured as follows. The proposed 
method is described in detail of Section 2. Evaluation of the 
proposed method  is presented in Section 3. Section 4 gives 
conclusions and outlines future research directions. 

2. Proposed Method 

The system architecture including 3 blocks is presented in 
Figure 1. 
 

 

Fig. 1  Proposed System Architecture 

• The first block is the “EEG Signal” block which 
recognizes EEG signals to extract 5 features, and 
these features are input nodes of neural network. 

• The second block is the “Eye-Direction” block 
which recognizes eye and eyebrow from user’s 
facial image to extract 4 features, and these 
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features are input nodes of neural network. 
• The third block is multi-layer neural network with 

5 output nodes which classify into 5 control signals 
such as  "go forward", "go backward", "turn left", 
"turn right" and "stop". 

2.1 “EEG Signal” Block 

This block is described in Figure 2. 
 

 

Fig. 2  EEG Signal Block 

First, selecting 10 electrode locations commonly used such 
as F3, C3, P3, O1, F4, C4, P4, O2, A1 and A2, because 
many of the EEG channels appeared to represent redundant 
information [10]. Next, Hilbert-Huang transform (HHT) is 
a data-dependent and posteriori defined signal analysis 
algorithm. Comparing with other time frequency analysis 
methods, HHT has an adaptive ability to track the evolution 
of time-frequency basis in the original signal without 
employing a time or frequency resolution window, and also 
can provide much detailed information at discretionary 
time-frequency scales. Raw EEG signals suffer from poor 
spatial resolution, low signal-to-noise ratio and artifacts [11, 
12, 13, 14]. Then, Clustering method divides a dataset into 
groups according to similarities or dissimilarities among the 
patterns. K-means algorithm is one of the simplest and well 
known clustering algorithms [15]. This algorithm 
determines the cluster centers and the elements belonging 
to them by minimizing the squared error based objective 
function. The aim of the algorithm is to locate the cluster 
centers as much as possible far away from each other and to 
associate each data point to the nearest cluster center [16]. 
Finally, K=5 is used to group into 5 clusters such as Delta, 
Theta, Alpha, Beta and Gamma. 

2.2 Eye-Direction Block 

This block is described in Figure 3. 
 

 

Fig. 3  Eye-Direction Block 

This block performs step by step as follows: 
• User’s facial image is received from camera. 
• Facial image is converted into binary image.  
• Eyes and eyebrows are detected as shown in 

Figure 4. A threshold value is dynamically 
calculated using isodata algorithm [17]. 

• Using image segmentation algorithm to detect 
pupil center of eyes, segmentation of eyes and 
eyebrows as shown in Figure 5. 

• Calculating ratio left eye and left eyebrow by 
equation (1) as shown in Figure 6. 

 
d1 = l2/l1     (1) 

 
• Calculating ratio right eye and right eyebrow by 

equation (2) as shown in Figure 7. 
 

d2 = r2/r1     (2) 
 

• Calculating ratio pupil center of left eye and length 
of left eye by equation (3) as shown in Figure 8. 

 
d3 = l3/l4     (3) 

 
• Calculating ratio pupil center of right eye and 

length of right eye by equation (4) as shown in 
Figure 8. 

 
d4 = r3/r4     (4) 
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Fig. 4  Eyes and Eyebrows Detected 

 

Fig. 5  Pupil Center of Eyes, Segmentation of Eyes and Eyebrows 

 

Fig. 6  Ratio Left Eye and Left Eyebrow 

 

Fig. 7  Ratio Right Eye and Right Eyebrow 

 

Fig. 8  Ratio Pupil Center of Eyes and Length of Eyes 

2.3 Neural Network Block 

Artificial neural network (ANN) has one input layer, one 
output layer and one or more hidden neuron layers. 
Theoretically network with one hidden layer of neurons can 
solve task of any complexity [18]. The proposed multi-layer 
neural network model including 3 layers is presented in 
Figure 9. 

• The first layer contains 9 nodes such as delta, theta, 
alpha, beta, gamma, d1, d2, d3 and d4. This layer 
is called the input layer. 

• The second layer is the hidden layer. According to 
[19], the number of hidden neurons should be 2/3 
the size of the input layer, plus the size of the 
output layer. So, the number of neurons in hidden 
layer is 11 neurons. 

• The output layer contains 5 nodes, the results of 
this node are used to classify EEG signal. Due to 

the action function used in this model is hyperbolic 
tangent function, the value of the output node 
ranges in the interval [-1, 1]. Figure 10 shows the 
output result. Because the output has 5 output 
nodes, which node has the largest value, that node 
is selected and it is control signal. 

 

 

Fig. 9  Multi-Layer Neural Network 

 

Fig. 10  Hyperbolic Tangent Function 

3. Evaluation 

To evaluate the proposed method, we design a hardware and 
software communications system. Then, we collect 
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experimental data from 80 students participate in 
volunteering and carry out experiments. a hardware and 
software communications system is described in Figure 11. 
 

 

Fig. 11  Hardware and Software System 

3.1 Hardware 

The hardware of system includes the following components 
such as wheelchair, observation board and EEG headset. 

3.1.1 Wheelchair 

We design wheelchair described in Figure 12, the 
wheelchair communicates with the computer via Bluetooth. 
 

 

Fig. 12  Wheelchair 

3.1.2 Observation Board 

Observation board is the board containing a camera and 5 
images corresponding to control commands such as human 
image (Go Forward), animal image (Go Backward), city 
image (Turn Left), landscape image (Turn Right) and 

flower image (Stop). Observation board is described in 
Figure 13. 
 

 

Fig. 13  Observation Board. 

3.1.3 EEG Headset 

The system uses Emotiv EEG headset described in Figure 
14. This device was purchased from Emotiv company. 
 

 

Fig. 14  Emotiv EEG Headset 

3.2 Software 

The software system is programmed in C # language on 
Visual Studio environment. The functions of the software 
system are as follows: 

• Receiving EEG signals for processing and 
extracting 5 features such as delta, theta, alpha, 
beta, gamma. 

• Recognizing eye and eyebrow from user's facial 
image for processing and extracting 4 features 
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such as d1, d2, d3, d4. 
• Training and testing neural network. 
• Collecting experimental data from users. 
• Controlling wheelchair with control signal from 

the output result of neural network. Control signals 
from the output result of neural network are 
described in Figure 15, 16, 17, 18, 19. 

 

 

Fig. 15  Control Signal “Go Forward”. 

 

Fig. 16  Control Signal “Go Backward”. 

 

Fig. 17  Control Signal “Stop”. 

 

Fig. 18  Control Signal “Turn Left”. 

 

Fig. 19  Control Signal “Turn Right”. 

3.3 Experimental Data 

Experimental data was collected from 80 students 
participate in volunteering. Students wear Emotiv EEG 
headset and sit 120cm far from the observation board. 
Students perform the process as follows: 

• When students hear “Go Forward”, students look 
up and look at “human image” on the observation 
board about 2 seconds. 

• When students hear “Go Backward”, students look 
down and look at “animal image” on the 
observation board about 2 seconds. 

• When students hear “Turn Left”, students look left 
and look at “city image” on the observation board 
about 2 seconds. 

• When students hear “Turn Right”, students look 
right and look at “landscape” image on the 
observation board about 2 seconds. 

• When students hear “Stop”, students look straight 
and look at “flower image” on the observation 
board about 2 seconds. 

 
Each student performs the above process 10 times at 
different time. 

3.4 Experimental Process 

Experimental data was divided into 3 datasets as follows: 
• The training dataset was gathered from 70% of 

data of 60 students. 
• The first testing dataset was gathered from 30% of 

data of 60 students. 
• The second testing dataset was gathered from the 

remaining 20 students. 
 
Experimental process includes training phase and testing 
phase. 

3.4.1 Training Phase 

The neural network need to pass the training phase to learn. 
The flow of the training algorithm represents a back 
propagation learning procedure [20]. This phase uses the 
training dataset to train with adaptive learning rate [21]. The 
parameters in training phase were set as follows: 

• Mean error threshold value: 1x10-5 
• Number of Epochs: 10,000 
• The weights: initialize weights random values 

from -0.5 to 0.5 

3.4.2 Testing Phase 

This phase uses weighting sets trained from training phase 
to evaluate the first testing dataset and the second testing 
dataset. 
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3.5 Experimental Result 

3.5.1 The first testing dataset 

After performing the testing phase with the first testing 
dataset, the data of the confusion matrix [22]  evaluating  the 
performance of system was depicted in Figure 20. 
 

 

Fig. 20  Illustration of Confusion Matrix for The Result of Classification. 

The success rates obtained by the testing with the first 
testing dataset are given in Figure 21. The average accuracy 
recognition rate is 91.8%. 
 

 

Fig. 21  The Experimental Result of The First Testing Dataset. 

Here, True positives (TP) refers to the positive tuples 
that were correctly labeled by the classifier. True 
negatives (TN) refers to the negative tuples that were 
correctly labeled by the classifier. False positives (FP) 
refers to the negative tuples that were incorrectly labeled 
as positive. False negatives (FN) refers to the positive 
tuples that were mislabeled as negative. The accuracy (AC) 
is the proportion of the total number of predictions that were 
correct. The precision (P) is the proportion of the predicted 
positive cases that were correct. 

3.5.2 The second testing dataset 

After performing the testing phase with the second testing 
dataset, the data of the confusion matrix [22] evaluating  the 
performance of system was depicted in Figure 22. 
 

 

Fig. 22  Illustration of Confusion Matrix for The Result of Classification. 

The success rates obtained by the testing with the second 
testing dataset are given in Figure 23. The average accuracy 
recognition rate is 91.5%. 
 

 

Fig. 23  The Experimental Result of The Second Testing Dataset. 

3.5.3 Another Experiment 

In this experiment, we built 2 training datasets, the first 
training dataset was gathered from the EEG signal data of 
60 students, the second training dataset was gathered from 
the eye-direction data of 60 students. Two testing datasets 
were also built as follows: the first testing dataset was 
gathered from the EEG signal data of 20 students, the 
second training dataset was gathered from the eye-direction 
data of 20 students. 
Neural network is divided into 2 neural networks as follows: 

• The first neural network includes the input layer 
containing 5 input nodes (delta, theta, alpha, beta, 
gamma), the hidden layer containing 8 hidden 
nodes and the output layer containing 5 output 
nodes. This neural network used to train and test 
for EEG signal data (the first training dataset and 
the first testing dataset). 

• The second neural network includes the input layer 
containing 4 input nodes (d1, d2, d3, d4), the 
hidden layer containing 8 hidden nodes and the 
output layer containing 5 output nodes. This neural 
network used to train and test for eye-direction 
data (the second training dataset and the second 
testing dataset). 

 
After training the first neural network with the first training 
dataset and training the second neural network with the 
second training dataset, we use the first neural network to 
test the first testing dataset and use the second neural 
network to test the second testing dataset, the experimental 
result is shown in Figure 24, 25, 26. The average accuracy 
recognition rate of the first testing dataset is 90.7% and the 
average accuracy recognition rate of the second testing 
dataset is 84.8%. 
 

 

Fig. 24  The Experimental Result of The First Testing Dataset. 
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Fig. 25  The Experimental Result of The Second Testing Dataset. 

 

Fig. 26  Experimental Result of Two Testings 

3.6 Discussion 

From the experimental result of section 3.5.1 and 3.5.2, we 
found that the successful recognition rate of the first testing 
dataset is better than the successful recognition rate of the 
second testing dataset because the first testing dataset and 
the training dataset are collected from students in the same 
group (60 students), but the second testing dataset and the 
training dataset are collected from two different student 
groups (60 students and 20 students). 
The experimental result of section 3.5.3 shows that 
recognizing EEG signals and eye-direction separately is not 
as good as combining EEG signals with eye-direction. If 
only eye-direction is recognized, the result is quite low 
(84.8%). Therefore, recognizing EEG signals and eye-
direction will achieve better results. 
These results are also compared to some previous 
studies such as the technique [6] identify EEG signals based 
on blink with 15,360 samples and reach 90.85%, the 
technique [7] with the decision tree achieving a 
maximum of 85% , the technique [8] based on eye 
movement by 2 experiments with 3,600 samples and 
8,320 samples and reach 85%. We found that the 
proposed method gives better results. However, the 
proposed method is not as good as our previous work [9] 
because of the following reasons: 

• Experimental data of the proposed method is not 
big enough. But, experimental data of our previous 
work [9] is very big. 

• Experimental data is gathered online so there is a 
lot of noise and pre-processing is not as good as 
data in our previous work [9]. 

• Some students did not perform well in the 
experimental process. 

• The quality of the camera is not very good. 

4. Conclusion 

This paper proposed a novel approach to classify control 
signals based on EEG signals and eye-direction by a 
hardware and software system. The proposed method was 
experimented with 80 students participate in volunteering. 
The experimental results show that the proposed method 
achieved good results. However, the achieving results are 
not the best. Thus, in the future, our group will improve the 
system aim to get more and more better results such as 
collecting experimental data bigger, data noise reduction 
better, adjusting the parameters of the neural network to 
achieve optimal performance, etc. 
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