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Summary 
Emotional recognition based on facial expressions is a very 
important research topic in the field of Human-Computer-
Interaction. This paper proposed a new method to recognize 
emotions from facial image. First, based on Haar like features to 
detect left eye, right eye, left eyebrow, right eyebrow, nose and 
mouth. Then, using convolutional neural network (CNN) to 
recognize emotions with the above-mentioned detected images as 
input images. A software system based on the proposed method 
was designed to experiment. The experimental results with CK+ 
database and database show that the proposed solution achieved 
the best recognition rate of 98.1%. 
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1. Introduction 

Facial expressions recognition (FER) has been an active 
research in the computer vision field. in [1-4], authors 
presented facial expression recognition with hand-crafted 
feature extractors. In early 1970s, Ekman showed that there 
are six expressions across all cultures, namely disgust, 
anger, happiness, sadness, surprise and fear [2]. These 
expressions could be identified by observing the facial 
signals. 
The recent success of convolutional neural networks (CNNs) 
in tasks like image classification [4] has been extended to 
the problem of facial expression recognition [5]. Unlike 
traditional machine learning and computer vision 
approaches where features are defined by hand, CNN learns 
to extract the features directly from the training database 
using iterative algorithms like gradient descent. 
In computer vision, significant amount of researches on 
facial expression classification has led to many systems 
adopting different approaches. Survey descriptions can be 
found in Pantic et al. [6] and Fasel et al. [7]. Three main 
approaches exist: optical flow analysis from facial actions 
[8-12]; model based approaches [13-16]; and fiducial points 
based approaches [17-23]. 
This paper proposed a new method based on CNN to 
recognize facial emotions. The main contributions of this 
paper focuses on the following sections:  
• Detecting left eye, right eye, left eyebrow, right 

eyebrow, nose and mouth based on Haar like features. 
.  

• Building CNN model to regconize facial emotions with 
left eye, right eye, left eyebrow, right eyebrow, nose 
and mouth images as input images.  

• Designing a software system by C# to experiment with 
two databases. 

 
The rest of the paper is structured as follows. The proposed 
method is described in detail of Section 2. Section 3 
presents the experimental data, the experimental process 
and the experimental results. Section 4 gives conclusions 
and outlines future research directions. 

2. Proposed Method 

The system architecture including 2 modules is shown in 
Figure 1. 

 

Fig. 1  Proposed System Architecture 

• The first module is the “Pre-Processing” module which 
extracts features from facial image, and these features 
are the inputs of CNN.  

• The second module is the CNN module which 
recognizes facial emotions from left eye image, right 
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eye image, left eyebrow image, right eyebrow, nose 
image, mouth image. 

2.1 “Pre-Processing” Module 

This module is described in Figure 2. 
 

 

Fig. 2  Pre-Processing Module 

This module extracts Haar features of facial image. Then 
using OpenCV to detect left eye, right eye, left eyebrow, 
right eyebrow, nose and mouth based on these Haar features. 

2.2 CNN Module  

This module is shown in Figure 3. This module includes the 
following layers. 

2.2.1 Convolutional Layer 

The convolutional layer extracts features from input images. 
Convolution preserves the relationship between pixels by 
learning image features using small squares of input data. 
In this layer, when input images are color images, three 
kernels corresponding to R, G, B shown in Figure 4 are used 

to generate convolved features. When input images are 
grayscale images, one kernel shown in Figure 5 is used to 
generate convolved feature. Stride=1 and padding=2 are 
used in proposed method. 
 

 

Fig. 3  CNN Module 

 

Fig. 4  Three Kernels for color image 

 

Fig. 5  One Kernel for grayscale image 
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2.2.2. ReLU Layer 

ReLU stands for Rectified Linear Unit for a non-linear 
operation. The output is ƒ(x) = max(0, x). Since, the real 
world data would be non-negative linear values. Figure 6 
shows an example of ReLU. 
 

 

Fig. 6  Example of ReLU 

2.2.3 Pooling layer 

Pooling layers make reduce the number of parameters when 
the images are too large. The output of this pooling layer is 
a pooled featured map. Max Pooling and Average Pooling 
are two widely used pooling techniques. This paper uses 
Max Pooling with size=(2,2), stride=2 and padding=0. 
Figure 7 shows Max Pooling with 2x2 window and stride=2. 
 

 

Fig. 7  Max Pooling 

2.2.4 Fully Connected Layer 

The flatten layer used to transfer pooled feature map into a 
one-dimensional vector. The flattened matrix goes through 
a fully connected layer to classify emotions. In proposed 
method, using the softmax activation function in the output 
layer to represent a categorical distribution over class labels, 
and obtaining the probabilities of each input element 
belonging to a label. Fully Connected Layer is described in 
Figure 8. 

 

Fig. 8  Fully Connected Layer 

3. Evaluation 

3.1 Database Description 

This paper utilized the JAFFE database and the extended 
Cohn–Kanade (CK+) database to evaluate the proposed 
method of facial expression recognition. 
The JAFFE Database [24] contains 213 images in total. 
There are 10 subjects and 7 facial emotions for each subject. 
Each subject has about twenty images and each emotion 
includes two to three images. The seven emotions are anger, 
happiness, disgust, sadness, surprise, fear and neutral 
respectively. Figure 9 shows the seven emotions from one 
subject. 
 

 

Fig. 9  JAFFE Database 

The CK+ database [25] consists of 593 image sequences 
from 123 subjects, including eight basic emotion categories, 
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which are anger, contempt, disgust, fear, happiness, sadness, 
surprise and neutral, as shown in Figure 10. 
 

 

Fig. 10  CK+ database 

3.2 Experimental Process 

Experimental data was divided into 2 datasets as follows: 
• The training dataset was gathered from 70% of the data. 
• The testing dataset was gathered from 30% of the data. 
 
Experimental process includes training phase and testing 
phase. A software is programmed by C# in Visual Studio 
2017 to experiment. 

3.2.1 Training Phase 

The fully connected layers need to pass the training phase 
to learn. The flow of the training algorithm represents a 
backpropagation learning procedure [26]. This phase uses 
the training dataset to train with adaptive learning rate [27]. 
The parameters were set as follows: 

• Mean error threshold value: 1x10-5 
• Number of Epochs: 5,000 
• The weights: initialize weights random values from -1 

to 1. 

3.2.2 Testing Phase 

This phase uses weighting sets trained from training phase 
to test with the JAFFE testing dataset and the CK+ testing 
dataset. 

3.3 Experimental Result 

3.3.1 The JAFFE testing dataset 

After performing the testing phase with the JAFFE testing 
dataset, the data of the confusion matrix [28] evaluating the 
performance of system was depicted in Figure 11. 
 

 

Fig. 11  Illustration of Confusion Matrix for The Result of Classification. 

The success rates obtained by the testing with the JAFFE 
testing dataset are given in Figure 12. The average accuracy 
recognition rate is 94.9%. 
 

 

Fig. 12  The Experimental Result of The JAFFE Testing Dataset. 

Here, True positives (TP) refers to the positive tuples that 
were correctly labeled by the classifier. True negatives (TN) 
refers to the negative tuples that were correctly labeled by 
the classifier. False positives (FP) refers to the negative 
tuples that were incorrectly labeled as positive. False 
negatives (FN) refers to the positive tuples that were 
mislabeled as negative. The accuracy (AC) is the proportion 
of the total number of predictions that were correct. The 
precision (P) is the proportion of the predicted positive 
cases that were correct. 
The accuracy recognition rate of each emotion is shown in 
Figure 13. 
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Fig. 13  The accuracy recognition rate of the JAFFE testing dataset 

3.3.2 The CK+ testing dataset 

After performing the testing phase with the CK+ testing 
dataset, the data of the confusion matrix [28]  evaluating  the 
performance of system was depicted in Figure 14. 
 

 

Fig. 14  Illustration of Confusion Matrix for The Result of Classification. 

The success rates obtained by the testing with the CK+ 
testing dataset are given in Figure 15. The average accuracy 
recognition rate is 98.1%. 
 

 

Fig. 15  The Experimental Result of The CK+ Testing Dataset. 

The accuracy recognition rate of each emotion is shown in 
Figure 16. 
 

 

Fig. 16  The accuracy recognition rate of the CK+ testing dataset 

3.3.3 Some demos running on proposed method 

The following are demos running on software that are 
classified into 8 emotions. 
 

 

Fig. 17  Anger Emotion 

 

Fig. 18 Surprise  Emotion 

 

Fig. 19  Fear Emotion 

 

Fig. 20  Contemp Emotion 

The following are demos running on software that are 
classified into 7 emotions. 
 

 

Fig. 21  Happiness Emotion 
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Fig. 22  Sadness Emotion 

 

Fig. 23  Neutral Emotion 

 

Fig. 24  Disgust Emotion 

3.3.4 Comparing to other works 

With CK+ database, Nianyin Zeng et al. [29] using DSAE 
achieved the accuracy rate of 96%; Patrick Lucey et al. [30] 
using SVM achieved the accuracy rate of 86%. However, 
the average accuracy rate of proposed method is 98.1%. 
With JAFFE database, André Teixeira Lopes et al.[31] 
using a combination of CNN  achieved the accuracy rate of 
54%; Anisha Halder et al. [32] using custom methods 
(IT2FS, GT2FS) achieved the accuracy rate of 95%. 
However, the average accuracy rate of proposed method is 
94.9%. 

4. Conclusion 

This paper proposed a novel approach to recognize facial 
emotions based on CNN. The proposed method was 
experimented with CK+ database and JAFFE database via 
a software system programmed by C#. The experimental 
results show that the proposed method achieved good 
results. However, the achieving results are not the best. 
Thus, in the future, our group will improve the system aim 
to get more and more better results and experiment in the 
real world. 
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