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Abstract 
Data mining technology recently focuses on the methods of 

classification of the decision tree in data mining and propose a 

new algorithm for the classification of the decision tree with 

variable accuracy. The researcher uses the data analysis tool Rattle 

R and Weka. The researcher use data sets for different age groups 

are divided into gender-related treatment for lung cancer using 

various modes of treatment in this research. The age group is in 

between (30- 60 years) with categories in males and females. The 

decision tree is a suitable and sufficient algorithm for analyzing 

the results of treatment with radiation and chemotherapy for a 

specific age group. The Rattle R and Weka tools predict each 

group for best treatment method by which the appropriate 

treatment method can be analyzed. The predictions are also 

compared using graph plots with related tables also. These graphs 

are correlated with the forecasts. The researcher introduces the 

most efficient and widely used classification methods for data 

mining techniques and the main concepts of the decision tree 

method. In addition, the two data mining software rattle R and 

Weka are briefly described. To illustrate the procedure of this 

research, 200 real data sets were then compared in terms of the 

accuracy of the classification between the two different algorithms 

of the decision tree.  
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1. Introduction 

Tumor growth takes more space in the body. Cancer can 

cause stress in the surrounding structures. It can also grow 

in nearby structures of the body. That's called the area's 

invasion. It is not fully understood how cancer really grows 

in surrounding tissues. Cancer can grow from where it 

started in a random direction. Researchers know, however, 

that tumors can spread more easily in some tissues than 

others. For example, large blood vessels with strong walls 

and dense tissues such as tumor cartilage are difficult to 

develop. 

Tumors usually grow along the "least resistance path." This 

means that the easier route is likely to be taken. Research 

has found three different ways that tumors can grow in the 

surrounding tissues. The tumor can be propagated in three 

forms. The most common method depends on the type of 

tumor and where the body is growing. Below are three ways 

in which tumors can grow into surrounding tissues [1]. 

When the tumor grows and takes up more space, it begins 

to press the nearby body's normal tissues. The growth of the 

tumor is pushed through normal tissue. The emergence of 

growth occurs, like a finger, because some pathways are 

easier to penetrate than others to grow cancer. Cancer, for 

example, can grow directly between muscle tissue sheets 

rather than between muscles. As cancer grows, the small 

blood vessels in the area are squeezed and closed. The Part 

of normal tissue starts to die due to low blood and oxygen 

levels. This makes it easy for cancer to keep working [2]. It 

focuses on tree classification methods in the field of data 

extraction in data mining technology and proposes a new 

classification algorithm for variable - precision tree 

resolution. A collection of lung cancer data for comparative 

analysis using a data extraction technique in this study leads 

to predictive treatment that contributes more to lung cancer 

perfection [1][2]. 

To analyze the data, the researcher uses Rattle R. Data sets 

are divided into a genus related to the treatment of lung 

cancer using different methods studied. The age group 

ranges from men to women (30-60 years). The decision tree 

is an appropriate and sufficient algorithm for the analysis of 

radiotherapy and chemotherapy results for a particular age 

group. Rattle R predicts each group's best treatment to 

analyze the appropriate method of treatment. In health 

sciences, information technology is becoming increasingly 

involved. Artificial intelligence is the computer industry 

that participates more effectively and efficiently in medical 

science. Using the data extraction methodology, many 

health care support systems have been built. In hospitals 

and clinics, these systems are now widely used. 

It has proven to be very useful in decision - making for the 

patient and medical experts. To develop these systems, 

different methodologies are used. In different 

methodologies, the method of collecting input data and 

providing output information differs. Any computer 

program that helps experts make medical care decisions is 

subject to the control of the support system for health care 

decisions. An important feature of data mining is that 

creativity and the use of health knowledge can be supported. 

The main objective of this document is to provide the best 

treatment for lung cancer with modern trends in health care 

support systems [3]. 

 Discuss methodologies used in health care. 

 Use of the electronic record used in health. 

The key step in finding predictive and hidden information 

from large databases is data mining. The following is a 

formal definition of knowledge discovery in databases: 
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"Data mining is a small extract of implicit information from 

previously unknown data. “Data extraction technology 

offers a new and hidden data styles user-oriented approach. 

Knowledge discovered by health officials can be used to 

improve service quality. Physicians can likewise utilize 

learning to decrease the number of antagonistic medication 

impacts to propose more affordable treatment options. The 

following are some significant zones where information 

mining procedures can be most valuable in the 

administration of restorative consideration and information 

demonstrating for well-being applications and executive 

information system for health care. Physicians can likewise 

utilize learning to decrease the number of antagonistic 

medication impacts to propose more affordable treatment 

options. The following are some significant zones where 

information mining procedures can be most valuable in the 

administration of restorative consideration and information 

demonstrating for well-being applications and executive 

information system for health care [4]. 

 Expectations of treatment costs and resource 

demand. 

 Predict future behavior of the patient in view of 

its history 

 Public health information 

 E-governance structures. 

 Health insurance 

1.1 Data Mining Techniques 

The most important knowledge discovery technology in the 

database (KDD) is data extraction technology. KDD has 

various procedures, such as data cleaning, data integration, 

data selection, data conversion, data mining, model 

assessment, cognitive visualization, etc. In the data 

extraction project, various types of techniques are used. 

These include the decision tree, networks of Bayes, naive 

berry, neural network sets [5]. 

1.2 Decision Tree 

The most widely used technique for data analysis. It is used 

to classify records in a suitable category and applies to 

regression and correlation tasks. Decision trees determine 

the sequence of personality in the medical field. A happy 

tree consists of nodes specifying conditional attributes: 

Symptoms [3] 

X = {x1, x2,......xk}, branches showing the S ih values, i.e. 

the h-th range for i-th symptoms and leaves showing the 

decision. 

 Y = {y1, y2.....yk} and their binary values Zdk = {0,1}. A 

decision tree for the sample is shown in fig.1 [4]. 

 

 

Fig.1  Decision tree applicable in health care 

1.3 Causes of Lung Cancer 

There are a wide variety of causes and cancer groups. In 

terms of their biological and path physiological nature, each 

of them is different. Even all plants and animals can be 

cancer susceptible [5]. 

1.4 Cancer at the molecular level 

The living body has millions and billions of living cells 

growing and dying under the control of the cell's DNA 

mechanism. This growth process is faster in the body of the 

child, but the dead cells are replaced by the new dose only 

to repair the injuries once they become adult. When his cells 

become ill and out of control, the body can become an easy 

target for Kanner. Compared to normal cell growth, cancer 

cells have different growth types. Keep growing and form 

new but abnormal cells. These abnormal cells also attack 

other tissues, making them different from normal cells. This 

causes cancer to develop when the planner's DNA in the 

natural cell begins to damage. For cell growth, death and 

synthesis, the cell's DNA are responsible. The cell dies if 

the cell DNA is damaged. DNA does not die in the case of 

cancer, which is damage, but it produces more abnormal 

cells with the same damage as abnormal DNA. This 

phenomenon can be inherited from parents or caused by a 

sudden problem. This phenomenon is referred to as a 

mutation. Exposure to external toxins such as cigarette 

smoke can cause damage to DNA. Some other factors also 

cause cancer, which is hard to track [6]. 

1.5 Risk factors for cancer 

Some of the common risk factors for cancer are Dr Ananya 

Mandal, according to the World Health Organization 

(WHO). 
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 Tobacco 

 Alcohol  

 Chronic hepatitis B virus infections, hepatitis B 

virus (HBV), Hepatitis C virus and some types of 

HPV 

 Increase weight and obesity.  

 In physical inactivity 

 Factors dietary factors, including inadequate 

intake of fruits and vegetables 

 Environmental risks and occupational hazards, 

including ionizing and non-ionizing radiation [7]. 

1.6 Cancer-causing agents of Chemical Carcinogens 

The destruction of DNA is responsible for many 

environmental and chemical toxins. These substances are 

called carcinogenic substances, which are responsible for 

DNA damage or mutagenic mutations and mutations 

leading to cancer. 

Some substances are directly linked to a particular type of 

cancer, such as smoking, which is usually associated with 

lung cancer and causes 90 %. Tobacco smoking is also 

responsible for the head, neck, and bladder and kidney 

cancer [7]. 

1.7 Ionizing radiations 

Melanoma and other malignancies in the skin may be 

caused by long exposure to the sun's ultraviolet (UV) 

radiation or radon. Treating the cancer patient with this 

radiation can cause another type of cancer. Radiotherapy 

for a chest patient, for example, can lead to breast cancer 

[8]. 

1.7 Viral and bacterial infections 

Virus or bacterial infections can also cause various types of 

cancer, such as the liver. Hepatitis B and C infections can 

cause cancer, and Barr virus can cause stomach or stomach 

cancer, and HPV infection can cause cervical cancer [8]. 

1.8 Genetic or inherited cancers 

Ovarian cancer and breast cancer can be an example of 

BRCA 1 and 2 genetic cancers. Malignant tumors, such as 

testicular cancer and leukaemia, are known to develop 

Down syndrome [9]. 

1.9 Hormonal changes 

Changes in the level of female hormones can become a 

cause of cancer, as excess estrogen can cause uterine cancer 

[9]. 

1.10 Immune system dysfunction 

HIV infection can cause Kaposi sarcoma, non-Hodgkin 

lymphoma and malignant HPV-related tumors that lead to 

anal and cervical cancer [9]. 

2. Application Concept 

The concept of application for data mining tools are given 

below: 

2.1 Data Mining 

Data extraction is often referred to as knowledge discovery 

as it is useful to find hidden patterns and raw data basic 

information. Domain experts are often data mining users, 

so it is currently easy to collect and manipulate data. Users 

of data mining often have expertise in areas where data is 

not only available but also collected. Human analysts can 

identify and distinguish important patterns in small data 

sets and can then be applied to large sets of data using 

specialized data extraction tools. You can also 

simultaneously analyze relationships between various 

dimensions [10]. 

The extraction of data is also known as the discovery of 

knowledge. Knowledge Discovery Process (KDP) is a non-

trivial process in which desirable, useful and valid data 

patterns are identified. The process of knowledge discovery 

includes how to manage and retrieve the data? How can 

efficient and related algorithms be implemented? How to 

translate and use the results and how to make it easy for 

people and machines to understand [11]. 

2.2 Decision Trees Algorithm 

The algorithm of the decision tree is one of the most widely 

used algorithms to overcome accuracy and predictability. 

Explore and identify the interface between similar 

properties in a very simple way and apply the rule "if...then. 

Else." These decision rules are easy and comprehensible 

and apply on the basis of the sum of the calculated points 

of the various components. For example, say: "If it was 

more than two months, you received an asset without any 

other questions, but now they are asking me for additional 

values. Such a scenario could force the applicant to make a 

false statement or find another financial services option 

[12]. 

2.3 Data Mining with Rattle and R 

The rattle is an abbreviation for the ‘R’, R tool for easy-to-

learn analysis. Statistical language R is the famous 

graphical data mining application. RATEL is not 

mandatory. R provides an easy review of data extraction 

projects using powerful and powerful data mining 
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language; facilitates migration so that code can be written 

with Rattle commands and can be easily debugged and 

implemented in the R console. Creating the Gnome 

database with support from many operating systems such 

as MS / Windows, GNU / Linux, and Macintosh OS / X. 

The instinctive UI of RATL enables you to explore the 

fundamental information extraction steps. The code can be 

high-goals spared in R and utilized as content. This content 

can be downloaded from the R console. Rattle can address 

the issues of every client and give a mind-boggling 

condition to preparing and displaying. There are boundless 

thoughts on how things should be possible and a 

progressively proficient client can communicate 

legitimately with this incredible language [13]. 

2.4 Data Mining with Weka 

Weka is a free open source Java program that was used by 

the researcher under the GNU General Public License. The 

license was the third program for the researcher. The 

environment of Waikato has grown to analyze Weka's 

knowledge of the remarkable need for a unified office that 

allows researchers to easily access the most advanced 

automated learning techniques [14]. 

Weika aims to provide a complete set of automated learning 

algorithms and data processing tools to researchers and 

professionals. Regression algorithms, classification, 

compilation, extraction of code and attribute selection are 

included in the work environment. Preliminary data are 

well examined by the display of data and many pre-

treatment tools. Weka contains many graphical user 

interfaces that make basic functions easy to access. The 

main user interfaces in Explorer. Contains a panel-based 

interface compatible with different data mining tasks for 

different panels. Data can be loaded and converted using 

pre-processing tools for so-called WIKA data filters in the 

first panel, called the pre-processing panel. Data from 

several sources, including files, URLs and databases, can 

be downloaded. The ARFF format in Wefa and others such 

as CSV, LibSVM and C4.5 have supported file formats. 

Data can also be created using an artificial data source and 

manually modified using a data set editor [15]. 

3. Literature Review 

This section identifies the best treatments for different 

cancers available. Patients with cancer are encouraged to 

conduct clinical trials before developing a treatment plan. 

The clinical trial enables a patient to evaluate the best and 

safest approach to treatment. These methods are further 

tested to identify new drugs and different combinations of 

new treatments or doses [16]. 

Lung cancer can be treated in four ways: Surgery, radiation 

treatment, chemotherapy, and guided treatment. The choice 

of treatment depends on the type, stage, potential side 

effects and condition of the patient [17]. The cancer 

treatment plan may include symptoms and treatment for 

side effects. The patient should be aware of the choice of 

treatment available and the doctor's procedure. It also raises 

unclear options questions [18].     

Four treatment methods were described in detail by the 

researcher in the next step. The doctor who uses surgery is 

defined as a surgical option for surgical oncology for cancer 

patients. For example, the thoracic surgeon performs lung 

cancer surgery in the case of lung cancer. This surgeon 

removes the specialist in lung tumors and all lymph nodes 

in the chest. A peripheral margin of normal lung tissue must 

remove this tumor. This means that cancer should not occur 

in the healthy part or tissue around the tumor after the 

surgery. For lung cancer, various types of surgery can be 

used, some of which are [18]: 

This is the most effective process in which effective lobes 

are removed from the lung, even if the tumor is too small in 

the current five lobes. In this process, the tumor is removed 

only with its surrounding lung margin. Only the affected 

part of the lobe is eliminated in this surgery.  The whole 

lung is removed in this type of surgery. This usually 

happens when the tumor is near the chest [19]. 

By inserting the needle into the tumor and saving the 

voltage, the tumor is destroyed in this process. This process 

is used when tumor removal is difficult. After surgery, 

recovery time depends on the type of surgery and the 

patient's fitness level prior to surgery. Co-treatment is a 

treatment given to an operating patient to avoid the risk of 

lung cancer recurrence. Radiation, chemotherapy and 

guided therapy, which are also discussed in the next section, 

may be included. This treatment allows any cancer cells in 

the body to be eliminated in order to reduce the possibility 

of recurrence. Many tools are available to help your doctor 

determine the patient's best treatment technique. The 

patient can discuss the physical condition and benefits of 

postoperative treatment with the phase with the doctor as 

the Phase I, Phase II and Phase III. 

To destroy cancer cells using high - energy x - rays or other 

radiation therapy practices. An oncologist will better 

inform the patient about the treatment's effectiveness or 

damage. The most common radiation therapy is known to 

be given by an external radiation therapy device. The length 

of such treatment can increase from days to weeks. Another 

type of treatment is the treatment with implants for internal 

radiation. Radiotherapy for cancer that affects a large area 

of the body is not recommended since radiation therapy 

alone has destroyed radiation cells. This radiation will kill 

your healthy cell. CT scans are used to detect the exact 

location of the affected part of the body and to reduce the 

deformation of healthy cells in the body by using radiation 

to manage the small tumor. Radiation therapy (IMRT) is 

called this method. For all patients, such treatment is not 

recommended [20]. 
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Radiotherapy has many side effects. Lung cancer patients 

often experience fatigue and loss of appetite. The patient 

also causes irritation to the skin, such as sunburn. Radiation 

therapy can cause a problem in cough, fever or asthma after 

radiation for some time, so radiation tumors accurately 

determine the locations of normal lung cells exposed to 

radiation through CT scan [20]. 

Drugs are thus used to destroy cancer cells. These drug 

experiences stop these affected cells from growing and 

proliferating. A doctor specializing in the treatment of 

cancer with drugs manages this treatment. Chemotherapy at 

any stage improves the life of a lung cancer patient. Doses 

are administered through the bloodstream in systemic 

chemotherapy. Another way to reach the cancer cell is 

through intravenous injection with an intravenous needle. 

This intravenous tube injects pills or capsules into the body.  

Up to a specified number of cycles and times, one or more 

drugs can be injected into the body of the patient. Advanced 

chemotherapy methods are more effective and have fewer 

side effects. Some of the side effects that can be attacked 

after chemotherapy are fatigue, nausea, vomiting, and risk 

of infection, hair loss and anorexia. Chemotherapy can also 

affect blood cells, skin cells, and nerve cells. To help relieve 

many of these side effects, full medical care is required. 

Drugs used to treat cancer are always studied and before 

taking any medication, the patient should consult his doctor 

[21]. 

This type of treatment targets specific genes, tissues or 

bacteria that contribute to cancer and prevent healthy cells 

from growing. A cancer patient must carry out several tests 

before treatment to detect microorganisms, proteins and 

other tumor organs. Not all tumors are of the same kind. In 

the performance test, most abnormal proteins are found and 

used to detect these proteins so that each patient can be 

compared to the best possible treatment. Many types of 

research continue to discover more specific molecular 

objectives and new therapies. For lung cancer, especially in 

clinical studies, the following types of treatment are 

recommended. 

This technique focuses on creating new blood vessels and 

stopping angiogenesis in the body. Bevacizumab is a dose 

of anti-angiogenesis administered to patients with lung 

cancer to starve the tumor. For patients with squamous cell 

carcinoma, this technique is most common [21]. 

Medicines that block EGFR are effective in slowing lung 

cancer growth. EGFR is one of the most common 

medicines. This is more effective than chemotherapy. This 

drug is a pill and can be taken from the mouth. Iressa is 

another drug that blocks EGFR effectively. 

 

There may be several types of treatment for patients with 

lung cancer. This is called a multidisciplinary approach. For 

example, before or after radiation therapy, chemotherapy 

may be given. The patient-doctor understanding is very 

important for successful treatment. The patient must know 

a doctor's coordinated care and treatment plan. The patient 

should talk to the doctor and also ask for an opinion on the 

other options. 

Treatment with cancer often has side effects. The focus of 

caring for cancer patients is to alleviate the symptoms of the 

person and palliative or supportive care is called the side 

effect. These include a person's physical, social and 

emotional care [22]. 

This palliative care method can benefit the patient at any 

stage. In order to avoid parallel side effects, cancer 

treatments and treatments can be avoided. Can patients 

receiving treatment improve their life and quality? There 

are often dietary changes in painkillers, In addition to other 

treatments, medicines, and relaxation. The treatment of 

chemotherapy, surgery, and radiation was also milder. 

Some common treatments for lung cancer symptoms are: 

 The tumor can be damaged near the chest, which 

causes bleeding, or obstruction of the lungs 

through radiation therapy. 

 During bronchoscopy, breathing can be enhanced 

by opening the cancer block. 

 By laser, the surgeon can burn up the tumor. 

 To relieve cancer pain, many medications can be 

used. Hospitals have a specialist doctor who deals 

only with pain control through the use of morphine 

and other medications. 

 Drugs can be used to contain coughs and reduce 

bronchial discharges. 

 Artificial oxygen can be provided to oxygen-free 

lungs from the air. 

 To prevent osteoporosis in the future, many 

medications can be taken [22]. 

4. Treatment by Stage 

The treatment of lung cancer and their stages to analysis are 

given below: 

4. 1 Stage I and II 

Patients can be treated in the first and second stages of 

surgery. Before and after the procedure, the patient should 

consult the oncologist. A patient with a large tumor can be 

treated before surgery with chemotherapy, usually using 

inductive chemotherapy to reduce the chance of cancer 

returning. In cases where chemotherapy is not 

recommended, radiation therapy can be used as a treatment 

method [23]. 

4.2 Stage III 

A serious patient is at great risk in the third stage. To treat 

this patient, surgery and radiotherapy are not enough. 

Patients in the third stage are also more likely to develop 



IJCSNS International Journal of Computer Science and Network Security, VOL.19 No.7, July 2019 

 

95 

cancer, so the doctor usually recommends chemotherapy 

before surgery [24]. 

Chemotherapy reduces cancer size and ensures that surgery 

continues to be effective. In the third stage, some patients 

must combine chemotherapy and radiotherapy instead of 

surgery at the same time. This improves cancer reduction 

and reduces the likelihood of recurrence. 

Chemotherapy has been shown to be more effective than 

treatment at different times at the same time, but it causes 

many side effects. All changes can also be performed by a 

patient who has received chemotherapy and radiation. 

Doctors are still confused about whether a patient needs 

surgery after successful radiation therapy and whether 

radiation therapy after successful chemotherapy is useful. 

The cancer of the patient's third stage cannot, for the most 

part, be surgically removed because the surgeon usually 

feels that working is a major risk. A combination of 

chemotherapy and radiation therapy may still be used for 

such a patient [24]. 

4.3 Stage IV 

In general, the patient does not receive surgery or radiation 

therapy in stage IV. Doctors are operated at this stage from 

time to time if cancer does not spread to several parts of the 

body. Since patients at this stage have a very high risk of 

cancer spread, the doctor only recommends chemotherapy 

for these patients [25]. 

Chemotherapy treats prevent the spread of cancer and 

extend the patient's life. Chemotherapy will cause cancer to 

disappear, but doctors know from experience that cancer 

will return. If cancer causes many side effects, treatment 

can be stopped [25]. 

4.4 Treatment of small cell lung cancer 

Because it spreads rapidly and depends on the stage, 

chemotherapy is a major treatment for small cell lung 

cancer. Ethoposide (Toposar, VePesid, Etopophos), 

cisplatin (Platinol) or carboplatin (Paplatin) are the most 

common chemotherapy. Twice a day, patients with small-

stage lung cancer, radiation, and chest chemotherapy are 

recommended. Occasionally, surgery is recommended for 

patients with very early disease [25]. 

4.5 Metastatic lung cancer 

Cancer has spread to various parts of the body called 

metastatic cancer. There may be a difference of opinion on 

the best treatment plan. If cancer is spread to the brain, the 

best choice is not radiation or surgery. Side effects such as 

hair loss, fatigue, and scalp redness can occur. The 

diagnosis of metastatic cancer has been very stressful and 

painful for some time. Patients must talk to doctors and 

their families [26]. 

5. Cancer Cell Migrate from Breast to Lungs 

Here are some condition of cancer cell migrate from breast 

to lungs and their risk factors are also given below: 

5.1 Causes and risk factors  

It's very hard to know why one woman had breast cancer 

and another didn't? Some risk factors may affect breast 

cancer probability: 

5.2 Age 

       Increasing age has increased breast cancer change. 

Most cases are found in women over the age of 50 because 

menopause has been the most common condition in age 50. 

5.3 Family history 

If a close relative with breast cancer or ovarian cancer is 

present, the high risk of breast cancer is taken into account 

once. Because breast cancer is most common in women and 

there can be more than one family member [27]. 

5.4 Previous diagnosis of breast cancer 

If you have breast cancer, it is likely that you will develop 

it again. It can be in the same breast or in the same breast 

[27]. 

5.5 Previous benign breast lump 

Breast cancer does not always mean that you have breast 

cancer, but it can be before you. It can cause changes in 

breast tissue and increase breast cancer risk [28]. 

5.6 Breast density 

Women with high breast density have greater breast cancer 

changes because more cancer tissue is available [29-31]. 

5.7 Exposure to oestrogen 

Oestrogen may increase the chance of breast cancer in some 

women's hormones. The amount of oestrogen exposed to 

the body may increase the likelihood of breast cancer. 

Chances of breast cancer may also be increased by not 

having children or pregnancy later in life [29]. 

6. Treatment of Breast Cancer 

The treatment of breast cancer and their conditions are 

given below: 
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6.1 Radiation 

 It is commonly assumed that radiation use, such as Xrays 

and CT scans, increases the chance of breast cancer slightly 

[30]. 

6.2 Hormone replacement therapy (HRT) 

Hormone replacement therapy (HRT) known as high-risk 

therapy often used in breast cancer. If the patient takes HRT 

combination, this risk will be much higher. In every 1,000 

women who take combined HRT for 10 years, 19 additional 

cases of breast cancer will be recorded [30]. Among the 

highest morbidity and mortality rates among women, breast 

cancer and lung cancer are among the most common 

cancers. Long-term survival means that patients with BC 

may develop second primary cancers after breast cancer, 

Lung cancer is the leading cause of cancer death. Therefore, 

understanding the risk of second primary lung cancer in BC 

patients is very important. One of the things that make 

cancer cells different from normal cells is that they can 

move about more easily.  It seems likely that one of the 

ways that cancers spread through nearby tissues is by the 

cells directly moving. Scientists have discovered a 

substance made by breast cancer cells that stimulate them 

to move. It seems likely that this substance plays a big part 

in the local spread of cancers from breast to lung cancer. 

7. Challenges &Solution 

It has become very difficult to draw any informative 

knowledge from the available data for patients with lung 

cancer with the growing number of patients with lung 

cancer. As result, people cannot make an informative 

decision on the primary causes and relationships of the 

different factors of lung cancer. Some informative 

knowledge is very important to help doctors and patients 

carry out their research, diagnosis and appropriate 

treatment much more easily so that data mining can help in 

this regard. For the above challenges, the author predicts an 

appropriate treatment method using data mining techniques 

to survive longer for patients with lung cancer. 

7.1 Treatment Process 

Lung Cancer Patient Diagnosis of Cancer Stages   

   

 Radiation Therapy   

 

Choose Treatment              

   

  

Chemo Therapy 

Predict the best treatment of Survival longer period of time 

for a lung cancer patient 

7.2 Variable 

1. Independent Variable 

 Age 

 Gender  

 Cholesterol 

 Weight 

 Smoke habit 

 Previous Radiation Therapy 

 Blood Group 

 Family Background  

 HIV 

 

2. Dependent Variable 

 Treatment (Radiation and Chemo Therapy) 

 

7.3 Data Collection 

Data from government and private hospitals in Karachi, 

Pakistan were collected from this study. The researcher 

used data from 500 patients with lung cancer (men and 

women) in this study. The oncologist will check the data in 

the respective hospitals. 

8. Methodology 

The framework of data mining with rattle R are given 

below: 

8.1 Data Mining with Rattle and R 

The rattle is an abbreviation for "R Tool for Easy Analysis" 

and uses the famous graphical data mining application for 

statistical language R. The R experience is not obligatory to 

use Rattle. R provides an easy overhaul of data mining 

projects with a powerful and powerful data mining 

language; it also makes it easy to write code using Rattle 

commands and easy to debug and deploy in the R console. 

Set the graphical user interface rule (Gnome) with support 

from different operating systems such as Windows. 

The intuitive user interface of Rattle enables you to naviga

te the basic data mining steps. The R code can be saved an

d used as a high resolution script.This script can be loaded

 into the R consoleRattle to meet all user needs and provide 

a sophisticated processing and modelling environment 

individually. There are unlimited ideas on how to do things 
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and a more professional user can directly interact with this 

powerful language. 

8.2 Rattle Interface and Process 

Rattle's layout is designed to flow the data mining process 

from side to side, progressing from left to right from side to 

side. 

These are the following processes in Rattle: 

Table 1: Description of Rattle R 
STEP DESCRIPTION UTILITY ACTION 

1 Load a Dataset Data CSV file 

2 
Select variables 
and Explore the 

data 
Explore Sum & Distribution 

3 
Transform the 

data into training 
& test datasets 

Transform Re-Scale 

4 
Build your 

Models 
Model Tree/Forest/Linear 

5 
Evaluate the 

models 
Evolution Tree/Forest/Linear 

6 
Review the Log 

of the data 
mining process 

Log 
Log (Export 
Comment) 

9. Analysis and Results 

The researcher takes the following steps to describe the use 

of the rattle package: Load the data file; divide the instances 

into learning samples and tests; specify the variables types 

(target or input); Computation of descriptive statistics; 

learning from the learning sample predictive models; 

evaluation of test sample models (confusion matrix, error 

rate, certain curves). 

 

STEP 1: Dataset 

The researcher uses the data file "Lung Cancer Dataset." 

The researcher wishes to explain the characteristics of 

DISEASE in patients. The researcher shows the first 

instances of the dataset. 

 

Algorithm.1 

Loading the rattle package: 

Loads the rattle package [library ()] 

APPLY GUI with the command rattle () 

> #loading the package 

>Maintain library (rattle) 

> #launching GUI 

>Rattle () 

From now on, the researcher will perform all operations by 

clicking on the relevant menu or button. All these 

operations are recorded as R commands by rattle. It shows 

the rattle of the GUI. Rattle usage is always the same. By 

working on the appropriate tab (data: loading the data set; 

exploring: some Meta statistics; testing: some statistical 

tests, etc.), the researcher determines the command. 

Importing the data file: The author clicks on the filename 

button in the "Data" tab. The investigator selects the data 

file "lung for rattle.txt." 

The researcher specifies the split column: "Separator = \t." 

Then click on the author to execute. It loads the dataset. The 

variable type is detected automatically in each column 

(discrete or continuous) from the different values. The 

target attribute and the input can be defined by the 

researcher. Finally, the researcher specifies the size of the 

training samples (70% of cases, randomly drawn) and the 

test (30%). 

 

STEP 2: Dataset description  

Into the Explore tab: The researcher obtains some 

descriptive statistical indicators for the variables (option 

Summary / Summary). Rattle lists the values (levels) for the 

discrete variables. The researcher has the quartiles of min, 

max, mean. The learning sample calculates all indicators. 

The researcher will obtain a more detailed description of 

the Summary / describe option. Among other things, 

indications are useful for detecting unusual values (outliers) 

for continuous variables. The researcher still gets some 

graphical representations of the distributions in the Explore 

tab with the distributions option. For example, the 

researcher has age and Cholesterol conditional box plots 

according to disease values. 

 

 

Fig. 2  Distribution of age by the treatment of lung cancer 
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Fig. 3  Distribution of cholesterol by the treatment of lung cancer 

The researcher can also have functions of the conditional 

distribution. Depending on the values of the destination 

attribute, the researcher can obtain "Mosaic" variables on 

the discrete variables. For example, men (males) are more 

numerous in a sample about sex than women (females). 

Men have a higher proportion of the disease. The researcher 

can also obtain links to persistent input attributes. Links in 

a hierarchical structure described. For example, it is useful 

to detect iterative variables. 

 

STEP 3: Data transformation 

The Conversion tab has been customized to convert the 

variable. Some common triggers (eg., logarithm, rank, etc.) 

are available. 

 

STEP 4: Supervised learning 

Supervised machine learning (SML) is the search for 

algorithms to generate general hypotheses based on 

externally presented cases, which then predicts future 

situations. One of the tasks that smart systems frequently 

perform is supervised classification. This author describes 

several techniques used by the Waikato Knowledge 

Analysis (WEKA) machine-learning tool for machine 

learning modified (ML) techniques. A lung cancer data 

collection kit was used for the implementation of the 

algorithms with two attributes as an independent variable 

and one as an analytical dependent variable. Research 

shows that a key factor in this investigation is the time 

needed to build a model and precision. ML algorithms, 

therefore, require accuracy, accuracy and minimum error to 

monitor predictive machine learning. This step is at the 

heart of our analysis. The Finder selects the Model tab. The 

researcher wants to evaluate three.  

Methods: Demonstration trees demonstration, Informal 

forests, and Logistic reducers. The decision tree, rattle, uses 

the r-part command of the r-part package. The researcher 

takes note of the default parameters used. Press the port 

button. We get the rules associated with the tree by clicking 

the rules button. 

 

STEP 5: Measuring the generalization performance 

The researcher wants to evaluate the classification 

performance of the test sample (30 percent of the entire 

dataset). First, we want the confusion matrix and the error 

rate associated with it. We choose the option "Error 

Matrix." For the "Data" item, the "Test" option must be 

selected. Only models learned in the tab "Model" can be 

found here. 

 

 

Fig. 4  WEKA Explorer 

In fact, the error rate is not a good standard here. Note that 

the differences between the methods are based only on the 

bad classification status, and the decision tree is definitely 

worse compared to the other two compilers, which are 

similar in terms of performance. Not surprising. The 

researcher knows that the decision tree is not well prepared 

for the registration process. 

9.1 Data Mining with Weka 

WEKA implies information learning in the Waikato 

condition created by Waikato University, New Zealand. 

WEKA bolsters numerous information mining errands, 

including information re-preparing, arranging, and total, 

relapse and occupation choice, to give some examples. The 

workflow at WEKA will be as follows: Data Pre-

processing Data Mining Knowledge 

9.2 Weka Interface and Process 

 

STEP 1: Dataset 

The first interface that appears looks like the one given 

below. 
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1. Explorer: An environment for data exploration, Supports 

raw data processing, character selection, learning and 

visualization 

2. Experiment: An experimental and statistical testing 

environment between machine learning algorithms. 

3 Knowledge Flow: Explorer is similar but has a drag-and-

drop interface and gives the KDD process a visual design. 

4. Simple CLI: Provides a simple interface to execute 

WEKA commands on the command line. 

5. Explorer on the first screens of the interface and load a 

library dataset. The data set ' lung cancer ‘tr’ dataset.csv ' is 

mention in this research 

STEP 2: Dataset description 

Click on each attribute to view the distribution of each sa

mple. You can also view all of them simultaneously by cli

cking on the right pane on the Visualize All. 

 

 

Fig. 5  WEKA Explorer by tools 

The right pane shows the results for training and testing. It 

also indicates the number of correctly classified and 

misclassified samples. 

 

STEP 3: Measuring the generalization performance 

The right pane demonstrates the outcomes for preparing 

and testing. It likewise shows the quantity of effectively 

grouped and misclassified samples. Once the model has 

been prepared and tested, the specialist needs to quantify 

the exhibition of the model. For this reason, the scientist 

utilized three measures to be specific: precision, recall and 

accuracy in this research. 

Algorithm.2 

Precision (P) = tp/(tp+fp) 

RECALL (R) = tp/(tp+fn) 

Accuracy (A) = (tp+tn)/Total # samples 

Where tp, fp, tn and fn are true positive, false positive, true 

negative and false negative respectively. 

Table 2: Comparison between the accuracy of Weka and Rattle R 
 WEKA RATTLE- R 

Efficiency (Sec) 0.5  0.2 
Accuracy (%) 60% 56% 

Table 3: Data sets record of lung cancer patient surgery 
Whole Population 

    

Total STAGE 1 3839     

Groups Number (n) Percentage (%) Definition 

Group 1: Surgery       

Surgery 301 8.00 Surgery alone 

Surgery and Adjuvant Chemotherapy 349 9.00 Surgery then chemo. 

Neoadjuvant chemotherapy and surgery 34 0.90 Chemotherapy then surgery 

Surgery and Radiotherapy 38 0.98 Surgery and any radiotherapy. 

Triple therapy 48 1.20 Chemotherapy/radiotherapy and surgery (any order) 

        

Group 2: Radical Radiotherapy       

Radical Radiotherapy 295 7.60 (radRT and no chemo)  

Radical Radiotherapy and Chemotherapy 429 11.00 (Chemo any gap then rad RT). 

        

Group 3: Palliative intent treatment       

Palliative radiotherapy and chemotherapy 190 4.90   

Palliative radiotherapy 397 10.30   

Chemotherapy alone 428 11.10   

        

Group 4: Best Supportive Care (No treatment) 1330 34.60   

    

    

Total STAGE 2 2449     

Groups Number (n) Percentage (%) Definition 

Group 1: Surgery       

Surgery 19 0.77 Surgery alone 

Surgery and Adjuvant Chemotherapy 10 0.40 Surgery then chemo. 

Neoadjuvant chemotherapy and surgery 2 0.08 Chemotherapy then surgery 

Surgery and Radiotherapy 8 0.32 Surgery and any radiotherapy. 
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Triple therapy 4 0.16 Chemotherapy/radiotherapy and surgery (any order) 

        

Group 2: Radical Radiotherapy       

Radical Radiotherapy 81 3.30 (radRT and no chemo)  

Radical Radiotherapy and Chemotherapy 265 10.80 (Chemo any gap then rad RT). 

        

Group 3: Palliative intent treatment       

Palliative radiotherapy and chemotherapy 242 9.80   

Palliative radiotherapy 321 13.10   

Chemotherapy alone 551 22.40   

        

Group 4: Best Supportive Care (No treatment) 946 38.60   

    

    

Total STAGE 3 2610     

Groups Number (n) Percentage (%) Definition 

Group 1: Surgery       

Surgery 260 9.96% Surgery alone 

Surgery and Adjuvant Chemotherapy 314 12.03% Surgery then chemo. 

Neoadjuvant chemotherapy and surgery 34 1.30% Chemotherapy then surgery 

Surgery and Radiotherapy 34 1.30% Surgery and any radiotherapy. 

Triple therapy 42 1.61% Chemotherapy/radiotherapy and surgery (any order) 

        

Group 2: Radical Radiotherapy       

Radical Radiotherapy 254 9.73% (radRT and no chemo)  

Radical Radiotherapy and Chemotherapy 384 14.71% (Chemo any gap then rad RT). 

        

Group 3: Palliative intent treatment       

Palliative radiotherapy and chemotherapy 169 6.48%   

Palliative radiotherapy 274 10.50%   

Chemotherapy alone 379 14.52%   

        

Group 4: Best Supportive Care (No treatment) 466 17.85%   

    

    

Total STAGE 4 1684     

Groups Number (n) Percentage (%) Definition 

Group 1: Surgery       

Surgery 15 0.89% Surgery alone 

Surgery and Adjuvant Chemotherapy 9 0.53% Surgery then chemo. 

Neoadjuvant chemotherapy and surgery 2 0.12% Chemotherapy then surgery 

Surgery and Radiotherapy 8 0.48% Surgery and any radiotherapy. 

Triple therapy 4 0.24% Chemotherapy/radiotherapy and surgery (any order) 

        

Group 2: Radical Radiotherapy       

Radical Radiotherapy 73 4.33% (radRT and no chemo)  

Radical Radiotherapy and Chemotherapy 238 14.13% (Chemo any gap then rad RT). 

        

Group 3: Palliative intent treatment       

Palliative radiotherapy and chemotherapy 219 13.00%   

Palliative radiotherapy 238 14.13%   

Chemotherapy alone 497 29.51%   

        

Group 4: Best Supportive Care (No treatment) 381 22.62%   

 

The above table.3 shows the overall record of lung cancer 

for surgery patients. These records show the all history of 

LC stages from 1 to 4 and the ratio of patient survival for 

the duration of months from one month to an around a 

complete year. The above table shows that the four groups 

for each stage of LC and also mention the performance ratio 

of each group.  

 

Fig. 6  Graph of data sets record of lung cancer patient surgery 
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As the above figure.6 shows that the ratio of lung cancer for 

surgery patients, These ratio is based on all stages of lung 

cancer from I to IV for the patient survival for the duration 

of months from one month to an around a complete year. 

The above graph shows that the four groups for each stage 

of LC and also mention their performance of each group 

Table 4: Accuracy results of lung cancer survival patients for stage 1-4 
Whole Population 

SNO. 
Number of LC 

patients 
One year 
survival 

% 

Overall 26901 10042 
37.3
% 

Stage 1 5144 4205 
81.7
% 

Stage 2 2028 1300 
64.1
% 

Stage 3 5284 2248 
42.5
% 

Stage 4 13193 2043 
15.5
% 

Stage 
Missing 

1252 246 
19.6
% 

 

The above table.4 shows the overall calculation of lung 

cancer patient for the duration of survival from one month 

to year as well. This study shows the all stages condition of 

lung cancer with the accuracy of treatment criteria, which 

is shown in table.3. 

 

 

Fig. 7  Graph of Accuracy results of lung cancer survival patients for 

stage 1-4 

As the above figure.7 shows that the duration of the survival 

ratio of lung cancer from stage 1 to stage 4 (month to a year). 

This study shows the all stages and condition of lung cancer 

with the accuracy of criteria are: 

Stage 0: At this stage, cancer is also known as in situ cancer. 

Cancer is small in size and has not spread to, or outside, 

deeper lung tissue. 

Phase I (Stage 1): There may be cancer in the underlying 

lung tissue, but the lymph nodes are not affected. 

Phase II (Stage 2): Cancer can spread to nearby lymph 

nodes or walls of the chest 

Phase III (Stage 3): Cancer continues to spread from the 

lungs to the lymph nodes or nearby structures and organs 

such as the heart, trachea and oesophagus. 

The most developed type of disease is the fourth phase of 

non-small cell lung cancer (NSCLC). In the fourth stage, 

malignant growth spreads or spreads to different pieces of 

the body behind the lungs. Roughly 40% of NSCLC 

patients are determined to have lung malignant growth in 

stage IV. For individuals with stage IV lung malignancy, 

the five-year survival rate is under 10%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5: Experimental results of lung cancer surgery patients 

SNO. No. of Features Model Type Accuracy ROC  Sensitivity  Specificity 

1 Decision Tree 

Preset: Fine 

Max number of splits: 100 
Splits criterion: Diversity Index 

Surrogate decision splits: off 

100% 1.00 0.01 0.01 

2 
Decision Fine-

Tree 

Preset: Fine Tee 
Max number of splits: 100 

Splits criterion: Diversity Index 

Surrogate decision splits: off 

95% 0.95 0.095 0.009 

3 
Decision 

Medium-Tree 

Preset: Medium Tree 

Max number of splits: 20 

Splits criterion: Diversity Index 
Surrogate decision splits: Off 

83% 0.83 0.085 0.006 

4 Coarse Tree Preset: Coarse Tree 83% 0.83 0.093 0.006 
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Max number of splits: 4 

Splits criterion: Diversity Index 
Surrogate decision splits: Off 

5 
SVM 
Linear 

Preset: Linear SVM 

Kernel Function: Linear 

Kernel Sale: Automatic 
Box Constraint Level: 01 

Multi-Class Method: One-to-One 

Standard Data: True 

50% 0.50 0.005 0% 

6 
SVM 

Coarse 

Preset: Coarse 

SVM 

Kernel Function: Coarse 
Kernel Sale: Automatic 

Box Constraint Level: 01 

Multi-Class Method: One-to-One 
Standard Data: True 

100% 1.00 0.01 0.01 

7 
SVM 

Quadratic 

Preset: Quadratic SVM 

Kernel Function: Quadratic 

Kernel Sale: Automatic 
Box Constraint Level: 01 

Multi-Class Method: One-to-One 
Standard Data: True 

50% 0.50 0.005 0% 

8 
SVM 
Cubic 

Preset: Cubic SVM 

Kernel Function: Cubic 

Kernel Sale: Automatic 
Box Constraint Level: 01 

Multi-Class Method: One-to-One 

Standard Data: True 

50% 0.50 0.005 0% 

9 
SVM 

Fine Gaussian 

Preset: Gaussian SVM 

Kernel Function: Gaussian 

Kernel Sale: 0.79 
Box Constraint Level: 01 

Multi-Class Method: One-to-One 

Standard Data: True 

100% 1.00 92% 60% 

10 
SVM 

Medium 

Gaussian 

Preset: Medium Gaussian SVM 
Kernel Function: Gaussian 

Kernel Sale: 3.2 

Box Constraint Level: 01 
Multi-Class Method: One-to-One 

Standard Data: True 

100% 1.00 0.01 0.01 

11 
SVM 

Coarse 

Gaussian 

Preset: Coarse Gaussian SVM 
Kernel Function: Gaussian 

Kernel Sale: 13 

Box Constraint Level: 01 
Multi-Class Method: One-to-One 

Standard Data: True 

100% 1.00 0.01 0.01 

Fig. 8  Graph of Experimental results of lung cancer surgery patients 

The above figure.8 shows the number of features of 

Experimental results of lung cancer surgery patients and 

their performance as well. 

10. Discussion 

These experimental comparisons depend on supervised 

learning of the machine as the analyst works through Weka 

on lung cancer. The aftereffects of the investigations are led 

by a dataset "Malignant lung cancer with all stages" with 2 

factors with 2 attributes. At that point, unique dataset with 

324x34 dimensional information is arbitrarily separated 

into 75-80 percent proportion preparing and test sets as 

introduced in this research. The author has trained several 

supervised machine-learning models using the training 

dataset, namely Decision Tree SVM (Coarse), SVM 

(Coarse), SVM (Quadratic), SVM (Cubic), SVM (Fine 

Gaussian), SVM (Medium Gaussian) and SVM (Coarse 

Gaussian). The new data from the testing dataset is 

predicted once the models are trained. The performance of 

the studied methods will be evaluated by measuring four 

Evaluation Metrics (EM), namely sensitivity (sen), 

specificity (spe) ROC, and accuracy (Acc). Table 5 

mentions the experimental results. Five models often 

machine-learning methods: Decision Tree, SVM (Coarse), 

SVM (Fine Gaussian), SVM (Medium Gaussian), SVM 

(Coarse Gaussian). The computational time of each 

classifier is also calculated to evaluate their complexity. 

The remaining models: SVM (Linear), SVM (Quadratic) 
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and SVM (Cubic), 50 percent accuracy are achieved. The 

remaining two models: Medium-Tree and Coarse Tree 

decision reached 83%. We also compared our results 

achieved with the results obtained in the literature through 

related works. The evaluation shows that the Decision Tree 

and SVM models are 100% more accurate than previous 

works in our study. This model has the biggest advantage 

of taking a shorter time and taking the value too far away. 

For previous work, our proposed system is better. These 

models are improved because of a shorter period of time; 

they deliver results quickly and take value for a long time. 

However, the researcher does not meet the 100% accuracy 

for all models but give better results for lung cancer DT and 

SVMM. 

11. Conclusion 

The algorithm of the decision tree is linked to lung cancer 

data in this research. By integrating patient data, the 

researcher can detect potential treatment for lung cancer. 

This study carried out a comparative study of a set of data 

between two Weka and Rattle R data extraction tools for 

classification using the algorithm of the decision tree. The 

researcher finds that both can generate a model for the tree 

in much less time after analyzing the results of both 

methods. However, the rattle is somehow faster than Weka, 

which can be due to Rattle R's internal structure, which is 

organized into memory columns. The data set used in this 

research is the same in both methods and then compare the 

results of both methods as well. The researcher can clearly 

see that Weka is better in terms of accuracy than Rattle R. 

In the future, the researcher can use this model to predict 

appropriate treatment methods in a larger set of patient data. 

The focus of this research is to find the target group of 

people requiring additional lung cancer screening tests to 

reduce prevalence and mortality. It is possible to improve 

the system for predicting and extending lung cancer. Other 

techniques to extract data, such as time series rules, division 

and pairing, can also be included. Instead of just class data, 

continuous data can also be used. Another area is the use of 

mining text to extract large quantities of unstructured data 

in databases on health care. The integration of data 

extraction and text extraction would be another challenge. 
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