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Summary 
At the beginning of each semester, students must choose courses 

in the course list to study. Many students are confused about 

choosing the most suitable courses. Some students want to choose 

courses to improve academic achievement and improve grades. 

Some other students want to choose courses to avoid being 

academic warning, academic probation, academic suspension or 

academic dismissal. Academic advisors and students' knowledge 

also partly support the selection of courses for students. However, 

this support depends on the experience of the academic advisor 

and the students' knowledge. This paper aims to build a model to 

support students’ courses selection using educational data mining. 

The proposed model is experimented with educational data from 

Faculty of Civil Engineering, Ho Chi Minh City University 

of Transport, Vietnam during the period of 2013-2016. 

Experimental results bring many positive results for supporting 

courses selection. 
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1. Introduction 

Selecting the most suitable courses to improve academic 

achievement or avoid being academic warning is very 

difficult for students. Data Mining is the data analyzing 

technique from different perspectives also summarizing the 

useful information results. The data mining process uses 

many principles as machine learning, statistics and 

visualization techniques to discover and present knowledge 

in an easily comprehensible form. Data mining is a process 

to create knowledge from transactional database by using 

statistic procedure and machine learning and training set to 

get the exact information for predicted decision. 

Educational data mining (EDM), is an emerging discipline, 

concerned with developing methods for exploring the 

unique types of data that come from educational settings, 

and using those methods to better understand students, and 

the settings which they learn in [1-2]. Scholars 

in educational data mining have used many data mining 

techniques such as Decision Trees, Support Vector 

Machines, Neural Networks, Naïve Bayes, K-Nearest 

neighbor, among others to discover many kinds of 

knowledge such as association rules, classifications and 

clustering [3-6]. 

Data mining is "Knowledge Discovery in Databases 

(KDD)" and includes a combination of advancements in the 

fields of machine learning, pattern recognition, database, 

statistics, artificial intelligence, knowledge acquisition and 

data visualization. This process of extraction is conducted 

following six steps as shown in Figure 1 [7-9]. 

 

 

Fig. 1  Data Mining Model 

This paper proposed a data mining based solution to extract 

knowledge from educational data and support students 

selecting the most suitable courses from extracted 

knowledge. The main contribution of this paper focuses on 

the following sections:  

 Pre-processing educational data to make clean data. 

 Extracting knowledge using data mining algorithms via 

Weka. 

 Supporting for students to select the most suitable 

courses based on the extracted knowledge above. 

This paper is organized as follows. The proposed model is 

described in detail of Section 2. Section 3 presents the 

experimental data, the experimental process and the 

experimental results. Section 4 gives conclusions and 

outlines future research directions. 

2. Proposed Model 

The proposed model including 2 modules is shown in 

Figure 2. 
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Fig. 2  Proposed Model 

 The first module is the “Extracting Knowledge” 

module which extracts knowledge from educational 

data based on data mining algorithms.  

 The second module is the “Supporting on courses 

selection” module which supports students selecting 

the most suitable courses based on extracted 

knowledge from the first module. 

2.1 “Extracting Knowledge” Module 

 

Fig. 3  “Extracting Knowledge” Module 

This module is described in Figure 3. This module uses data 

mining algorithms to extract knowledge from educational 

data. There are many techniques in data mining that can be 

applied to educational data, such as classification, 

clustering, and association rules. These techniques will help 

extract hidden knowledge and useful information. 

Association rule mining is one of the most well studied data 

mining tasks. It discovers relationships among attributes in 

databases, producing if-then statements concerning 

attribute values [10]. Apriori algorithm is the first and best-

known algorithm for association rules mining. Apriori was 

proposed by R.Agrawal and R.Srikant [11] in 1994. 

Association rules help uncover all such relationships 

between items from huge databases. Association Rule 

Mining approach which uses Apriori algorithm to analyze 

the relationship among courses. 

A decision tree is one of the most well-known classification 

approaches that are commonly used to examine data and 

induce the tree in order to make predictions [12]. The 

purpose of the decision tree is to classify data into distinct 

groups or branches that generate the strongest separation in 

the values of the dependent variable [13]. J48 is an open 

source Java implementation of the C4.5 algorithm under 

WEKA data mining platform. J48 uses gain ratio to classify 

the decision tree [14]. The aim of classification is to predict 

the future output based on the available data. Hence, in 

order to  predict  the  future  output  of  students  based  on  

their  available  previous  and current  students  data,  which  

make  classification  one  of  the techniques better suited for 

educational analysis. Analyzing all the courses that are 

required in the study plan will identify the list of courses 

that have a huge impact on final GPAs. 
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Clustering is finding groups of objects such that the objects 

in one group will be similar to one another and different 

from the objects in another group. Clustering can be 

considered the most important unsupervised learning 

technique. Simple K-means algorithm is a type of 

unsupervised algorithm in which items are moved among 

the set of cluster until required set is reached. Clustering to 

group student according to their features. Clustering by 

majors, clustering by learning results, clustering by course's 

score, etc. Knowledge extracted from clustering will 

support students to choose the most suitable courses. 

2.2 “Supporting on courses selection” Module  

 

Fig. 4  “Supporting on courses selection” Module 

This module is shown in Figure 4. This module uses the 

extracted knowledge from “Extracting knowledge” module 

to support students selecting the most suitable courses. 

3. Experimental Setup 

3.1 Experimental Data 

The data of this experiment was collected from Faculty of 

Civil Engineering, Ho Chi Minh City University of 

Transport, Vietnam during the period of 2013-2016. There 

are 16 scoring files corresponding to 16 classes of the 

Faculty of Civil Engineering during the period 2013 to 2016. 

Each semester's score corresponds to one student per row, 

each column is one course code. The data is pre-processed, 

and transformed to be appropriated format so as to apply 

data mining techniques to extract knowledge. Figure 5 

shows the score of students in 2013. 

 

 

Fig. 5  The score of students in 2013 

3.2 Data Pre-Processing 

Initially the datasets were collected in Ms Excel sheet and 

initial preprocessing was done manually by filling the 

missing values in the data set. Some irrelevant attributes 

were removed. Feature selection was used as a method to 

select relevant attributes from the full set of attributes as a 

measure of dimensionality reduction. The objective of 

feature selection was to choose a subset of input variables 

by eliminating features, which are irrelevant or of no 

predictive information [15].  

This study used data mining software to investigate the most 

important variables. The open source software WEKA [16], 

offering a wide range of machine learning algorithms for 

Data Mining tasks, was used as a data mining tool for the 

research implementation. The selected attributes were 

transformed into a form acceptable to WEKA data mining 

software. The data file was saved in Comma Separated 

Value (CSV) file format in Microsoft excel and later was 

converted to Attribute Relation File Format (ARFF) file 

inside WEKA for ease of analysis. 

3.3 Extracting Knowledge 

3.3.1 Apriori Algorithm 

After processing educational data, ARFF data files are put 

into Weka to process. The data features in Weka are shown 

in Figure 6 and Figure 7. 

 

 

Fig. 6  Data Attributes in Weka 

 

Fig. 7  Data Attributes in Weka 
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The "Association rule" knowledge generated by the Apriori 

algorithm via Weka is shown in Figure 8. Extracting 

meaningful rules to support courses selection. 

 

 

Fig. 8  “Association Rule” Knowledge 

3.3.2 J48 Decision Tree 

After processing educational data, ARFF data files are put 

into Weka to process. The knowledge generated by the J48 

decision tree algorithm via Weka is shown in Figure 9. 

From “decision tree” knowledge, extracting meaningful 

rules to support courses selection. 

 

 

Fig. 9  “Decision Tree” Knowledge 

3.3.3 K-Means Clustering 

After processing educational data, ARFF data files are put 

into Weka to process. The clustering knowledge generated 

by the K-Means algorithm via Weka is shown in Figure 10 

and Figure 11. From clustering knowledge, extracting 

meaningful knowledge to support courses selection. 

3.4 Supporting Courses Selection 

The following is an illustration of support for courses 

selection for 2 students. A student who wants to improve 

academic achievement, another student being academic 

warning wants to escape this situation. 

 

Fig. 10  Clustering Results 

 

Fig. 11  Distribution of Attribute Data 

3.4.1 The First Case 

A student of year 2016 is studying civil and industrial 

construction. Student’s GPA is 1.96, the student wants to 

improve his GPA in the next semester. Based on the 

extracted knowledge above, supporting the student to select 

the following courses: 

- Theoretical mechanics (3 credits) 

- Structural mechanics Part 1 (3 credits) 

- Structural mechanics Part 2 (2 credits) 

- Reinforced concrete structure Part 1 (3 credits) 

- Soil mechanics (3 credits) 

- Architectural projects (1 credits) 

- Testing construction materials (1 credits) 

- Construction Engineering (3 credits) 

The student registers a total of 19 credits (24 credits 

maximum of a semester).  Selecting such courses ensures a 

balance for students' schedule, ensures the completion of 

failed courses, reinforces the knowledge of some courses, 

and improves knowledge of new courses. 
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3.4.2 The Second Case 

A student of year 2016 is studying civil and industrial 

construction. Student’s GPA is less than 1.0, the student is 

being academic warning. Based on the extracted knowledge 

above, supporting the student to select the following courses: 

- Selecting failed courses to complete these courses. 

- Selecting courses with low scores to improve GPA. 

- Registering 23 or 24 credits to ensure academic progress. 

4. Conclusion 

This paper proposed a solution using data mining technique 

to extract knowledge from education data. Then, using the 

knowledge to support students to select the most suitable 

courses in the next semester. The solution is experimented 

with the data collected from Faculty of Civil Engineering, 

Ho Chi Minh City University of Transport, Vietnam during 

the period of 2013-2016. Experimental results bring many 

positive results. In the future, the proposed solution will be 

improved to support better. 
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