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Summary 
Recently, several automated blood analysis systems (ABAS) 
have been developed based on image processing and artificial 
intelligence techniques. White blood cells differential counting 
and recognition aim to diagnose several human diseases. In the 
present study, a recognition system of five healthy white blood 
cells has been demonstrated. Deep learning methodologies have 
gained significant importance among artificial intelligence 
techniques for several ABAS. In this paper, we propose a white 
blood cells recognition system based on the residual deep 
network. We increase the performance of the previous 
recognition system based on three approaches which are residual 
blocks, dropout layer, and batch normalization layers. To save 
the computational power and cost time, we optimize the location 
of residual block inside the plain CNN network. A significant 
improvement has been achieved by the proposed system.  The 
achieved results contribute to increasing either the traditional 
recognition system or deep learning system performance. During 
our experiments, we employ two white blood cells datasets 
which contain 2426 cropped images for different main five white 
blood cells (WBCs) classes. The proposed network achieves 
96.8% accuracy and 96.4% sensitivity. Moreover, we re-employ 
the proposed system as a pre-trained network to recognize 
limited size WBCs dataset.  Based on transfer learning, the 
proposed system achieved 95.83% for recognition limited size 
dataset. We visualize deep features to prove the power of our 
propped deep network. The experimental results show promising 
results for our proposed approach. 
Key words: 
Blood Smear Image, Deep learning, CNN, Residual Networks, 
WBCs Identification. 

1. Introduction 

Blood smear microscopic images consist of white blood 
cells (WBCs), red blood cells (RBCs), and platelets [1]. 
With the advantage of computer vision modern systems, 
each blood component can be analyzed using computer 
vision systems. Each blood component disorder refers to a 
body disorder, so several diseases can be diagnosed 
through a blood smear microscopy image. Health WBCs 
play an important role in controlling the body immune 
system. Since it is important to recognize its several types 
which are divided into five types as shown in Fig.1.  

Each WBC has its own nucleus and cytoplasm structure. 
All WBCs types differentiate in size, color, and texture.  
On the other hand, RBCs have no nuclei [2]. 
 

 

Fig. 1  Five main WBCs types (neutrophil, lymphocyte, basophil, 
eosinophil, and monocyte). 

Traditional ABAS consists of consequences steps such as 
enhancement, segmentation, feature extraction, feature 
selection (FS), and classification [3]. A lot of research 
articles had been introduced through the last decade which 
employed the traditional ABAS techniques [4-14].  A lot 
of drawbacks was found inside traditional one such as the 
sensitivity to lighting conditions, cell staining contrast, cell 
morphological orientation. Besides that, the handcrafted 
features process consumed a lot of time and did not 
achieve the highest performance [3]. Recently, a lot of 
research articles employ deep learning techniques to 
increase the performance of traditional ABAS [3, 15- 21]. 
Deep learning is a recent artificial intelligence theory 
which exponentially grows up in the last decade. LeCun 
[22] introduced the convolutional neural network (CNN) 
which aims to automatically produce learned features by 
applying several convolutions of the input image, then the 
process is repeated into network depth.  Near to the 
network output, the learned feature map should have more 
useful information.  
There are several architectures were introduced State of art 
CNN (LeNet-5) consists of several layers such as image 
input layer, convolutional layer, activation function, 
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pooling layer, fully-connected layer, and classification 
layer [22]. Then, AlexNet [23], VGGNet architecture with 
its both models VGG16 and VGG19 had been introduced 
as more-depth networks with the same sate of art layers 
[24]. Google Inception architecture had been also 
introduced with more layers connectivity and more depth 
network [25]. ResNet architecture with its models ResNet 
18, 50,101 based on the residual network had been proven 
as an excellent tool [26]. Moreover, it had been proven 
that the conversion of plain networks to residual network 
increase the recognition system performance such as 
VGGNet [27]. Deep learning increased the performance of 
several automated medical diagnosis systems [28-38].   
In contrast to the general images’ dataset size, the dataset 
size of medical applications severe from its low size. For 
this challenge, there are several strategies used to employ 
deep learning techniques with medical applications such as 
DeCA approach [39] and transfer learning approach [40-
41]. However, the training of network from scratch still is 
one of the best strategies that achieved the highest 
performance [41]. On the other hand, the availability of 
modern graphics processing unit (GPUs) technologies 
helps to run CNN computation faster than traditional 
central processing unit (CPUs). Such technologies help to 
produce low depth optimized architectures to solve 
medical recognition task. 
The rest of the paper is organized as the following. In the 
next section, the literature review for WBCs recognition 
systems based on deep learning is presented. Then, in 
section 3, the proposed recognition system is described. In 
section 4, the results and discussions section are 
introduced. Finally, the conclusion is presented. 

2. Literature Review 

In this section, Firstly, we demonstrate a survey for the 
traditional WBCs recognition systems and especially the 
one that used the same WBCs dataset in our work. 
Secondly, the first deep learning version of WBCsNet 
network that had been applied to the same WBCs dataset 
in our work. Thirdly, recent works that employed a deep 
learning approach to solve WBCs recognition task, Finally, 
we introduce the need and our main contribution in this 
work.  
In the last decade, several approaches were applied to 
move forward the traditional WBCs recognition systems 
[8-13]. In the most recent work [9], traditional WBCs 
recognition utilized several image processing enhancement 
algorithms to overcome staining variability issue [42]. 
However, we cannot generalize enhancement procedures 
with different stains. Most researches were performed in 
two levels to extract WBC nucleus and recognize the 
cytoplasm region [8]. However, a lot of morphological 
processing and filtering were applied to solve 

segmentation errors. Several articles were established 
based on two-step of classification. This also consumed a 
lot of processing time. Moreover, such systems cannot be 
generalized or utilized with other data sources. 
In [9], a traditional WBCs recognition system based on 
isolation and two-step classification. The authors 
employed a pre-processing color transformation to 
overcome unstable lighting conditions. Thresholding had 
been applied to extract cell structure. Finally, the system 
classified the cell is segmented or not, then classify them 
into main 5 healthy WBCs. The system consumed a lot of 
time in the pre-processing stage and classification. 
Moreover, the system achieved only 93.9% accuracy.   
In [41], the authors presented a novel plain CNN called 
WBCsNet. WBCsNet consists of 3 convolutional layers, 
two pooling layers, two fully connected layers, and a 
classification layer. The image input layer size had been 
investigated to achieve the best performance. Moreover, 
WBCsNet had been examined for transfer learning task 
and classify limited WBCs dataset size. The system 
accuracy reached to 96.1%. 
Recently, several kinds of articles proposed a deep 
learning approach to solve our problem [15-16, 20-21]. 
Most works in the literature were based on low depth plain 
CNN network [15]. In [20], the authors classified 1295 
WBCs for only 3 non-healthy cells. The network consisted 
of 5 layers and achieved only 92.8%. In [43], the authors 
tried to classify limited WBCs dataset size with 11 layers. 
They trained their network from scratch, however, the low 
size of dataset affected on the achieved performance with 
accuracy 80%. In [44], the authors introduced a deep 
learning model based on transfer learning. They applied a 
fine-tuning to LeNet architecture. However, the cells were 
processed in the gray-scale level. This decreased system 
performance and achieved 84.7% accuracy.   In [4], a 
WBCs recognition system had been presented based on 
deep features fusion. The authors extended no. of layers to 
19 layers. They had also extended the no. of classes to 5 
healthy WBCs and 6 RBCs types. They trained their 
algorithm on 64000 cells from different datasets. They 
achieved 95.1% accuracy. In [18], the authors built a 
recognition model based on transfer learning approaches 
and employ VGGNet -16 which is also a plain network. 
The achieved accuracy was 93.15%, however, the fine-
tuning of VGGNet-16 required long training time. Since 
there is a real need to employ new deep layers and residual 
network to increase the previous system performance with 
minimum computation power. 
In this paper, our contributions are as follows. We propose 
a novel WBCsNet-2 for white blood cells recognition task. 
The proposed system process two different WBCs datasets. 
The first WBCs dataset is the same dataset used before to 
train the old plain WBCsNet. We compare its performance 
with the new proposed recognition system WBCsNet. The 
second WBCs dataset is used to investigate the WBCsNet-
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2 for transfer learning theory. We achieve a significant 
improvement in the performance of old plain WBCsNet 
network based on residual blocks. We optimize the 
location of residual block inside the network to save the 
computational power and save the network depth. All deep 
features are visualized for a sample cell to illustrate how 
the network is robust. 

3. Proposed Method 

For several reasons, deep learning still represents a 
powerful classification tool for many medical diagnosis 
applications. Since there are many techniques have been 
introduced to increase the plain CNN performance. There 
is a real need to develop old WBCsNet that have been 
employed to classify 5 health WBCs with more accuracy. 
In the next section, we introduce several deep layers 
functions which are employed to extract the deep features 
and recognize our classification task.  
The convolutional layer consists of a set of convolutional 
filters. These filters are associated with a spatial area of the 
image known as a receptive field. The image is divided 
into small blocks and convolving them with a specific set 
of filters which represent learned weights. The convolution 
operation is explained in Eq (1): 

    (1) 
 
where  represent input image (x, y),  represents  
convolutional kernel of  layer. 

The averaging pooling layer is used to perform 
down sampling the input image and decrease 
computational complexity as defined in Eq (2) 

    (2) 
 

where  represents  output feature map,  represents 
 input feature map, and  represents pooling operation 

type.  
The Relu activation function has been proven a fast and 
robust activation function for CNN architectures [46].  

    (3) 
 

 represent the output of convolution layer operation, and 
 represents the activation ReLU function [47]. 

Batch normalization (BN) increases CNN stability, by 
normalizing the output of a previous activation layer and 
subtracting the batch mean and dividing by the batch 
standard deviation. This also accelerates deep network 
training by reducing internal covariate shift. Batch 
normalization for transformed feature map  is defined in 
Eq (4). 

    (4) 

 

 represents the feature map after the normalization 
process,  represents input feature map, and represents 
variation through the feature map. 
Dropout layer presents the regularization concept within a 
network. This happens by stochastically "dropping out" 
some neurons during training to avoid the co-adaptation of 
feature detectors. The dropout concept helps to prevent 
over-fitting. 
Fully connected (FC) layer is the last layer before the 
classification layer which is a global operation. In the 
classification problems, CNN has two FC layers. The first 
prepares the feature map data from the CNN network and 
arranges it into a feature matrix form. The second one is 
adjusted to the number of classification problem classes.  
Residual CNN was proposed in the ResNet network 
architectures by He et al. [48]. The single residual network 
can be achieved as shown in Fig.2. Only the disadvantage 
of deep ResNet architectures is the highest required 
computational power, as it was 8-20 times deeper than 
plain AlexNet. In the previous studies [49], residual block 
increases the performance of plain CNN network about 
28%. 
On the other hand, the residual networks improve several 
plain networks performance like VGGNet16 and 19 [27]. 
However, the increasing of network depth, increase the 
computational complexity and training cost time. For these 
reasons, we propose a novel WBCsNet-2 based on a 
residual concept.  
Softmax classifier [50] is used to classify the 32- sign 
language class. Softmax classifier determines the 
normalized probability score for each class. The Softmax 
function is defined in eq (5). 

        (5) 
 
where the function takes a vector of arbitrary real-valued 
scores (in z) and compresses it to a vector of values 
between zero and one that sums to one. The cross-entropy 
loss is used to obtain class scores f  which is formulated in 
Eq. (6). 

    (6) 
 
where the fj refers to the jth element of the vector of class 
scores f [50]. 

3.1 WBCsNet-2 Architecture 

As shown in Fig.3, WBCsNet and its modified version 
WBCsNet-2 are shown. WBCsNet consists of plain CNN 
layers with no dropout or even batch normalization layer. 
In WBCsNet-2, we achieve a residual concept by 
modifying the first convolutional layer inside old 
WBCsNet to a residual network as shown in Fig.3. The 
advantage of first convolutional layer modification is the 
low number of filters founded in first layers, despite the 
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highest number of filters excited in late layers. Then, to 
increase the performance of the proposed system, we add 
batch normalization layer for each convolutional unit. 
Finally, the dropout layer has been added to overcome 
overfitting.  
In our proposed WBCsNet-2, the first residual block 
consists of 3 convolutional layers. Each Conv1 layer 
dimension is chosen to be 5×5×64 with mask dimension is 
5×5. Conv1 contains 64 filters which are applied to do the 
sub-sampling. Conv1 stride is chosen to be 1 with zero 
padding. Each Conv1 layer is followed by BC layer and 
ReLU activation function. Then, the additional layer is 
added after the last Conv1 layer and followed by ReLU 
activation function. Finally, a maximum pooling layer 
(Pool1) are applied with filter dimension 2×2 and zero 
padding. 
Plain layer 1 consists of a single convolutional unit Conv2 
layer size is chosen to be 5×5×256 with filter dimension is 
5×5. Conv2 contains 256 filters which are chosen to 
perform the sub-sampling. Conv2 stride is chosen to be 1 
with zero padding. Conv2 layer is followed by BC layer 
and ReLU activation function. Finally, a maximum 
pooling layer (Pool2) are applied with filter dimension 2×2 
and zero padding. 
Plain layer 2 consists of a single convolutional unit Conv4 
layer dimension is chosen to be 3×3×512 with filter 
dimension is 3×3, where 512 filters are applied to perform 
the sub-sampling. Stride is chosen to be 1 with zero 
padding. Conv3 layer is followed by BC layer and ReLU 
activation function. 
In WBCsNet-2, the first fully-connected layer (FC1) is set 
to 512 to fit with extracted deep features. FC1 layer is 
followed dropout layer. The final fully-connected layer 
(FC2) contains the 5-classes of healthy WBCs. Our final 
features matrix dimension should be 5×512.  
One of the advantages of the proposed network its low 
feature pool dimension compared to the other pre-trained 
networks.  This helps us to employ the cross-validation 
technique with 10-folds to evaluate the proposed system as 
followed in [41]. This leads to an independent dataset 
without over-fitting and generates a model which can 
accurately be a predictive model and has more reality in 
practice. 

4. Experimental Results 

In this paper, two public datasets called; Dataset1 and 
Dataset2. Both datasets contain five healthy WBCs classes 
which were manually cropped. Dataset1 [9] was captured 
at 20×magnification and contains 320 images. Each 
cropped WBC resolution is 70×70 pixels and stored in TIF 
format. Dataset2 was captured with magnification lens 
100X [7] and collected from 100 microscopic image. Each 

microscopic image resolution is 720×576 pixels and stored 
in BMP format, and each WBC resolution is 150×150. 
During our experiments, our algorithms are performed 
using the MATLAB 2019 a. The system platform 
containing Quad-Core 2.9 GHz Intel i5 with 16GB RAM. 
To speed up the training process, we employ NVIDIA 
TITAN-Xp GPU with 12 GB RAM. 
The performance of previous WBCs recognition systems 
was evaluated using accuracy, specificity, sensitivity … 
etc. As followed in [41], our comparative results for our 
approach is evaluated using similar metrics. We utilize the 
confusion matrix and its results such as False negative 
(FN), FP False positive (FP), and True negative (TN). In 
[41], the average of many evaluation parameters is 
computed to evaluate the approach performances is 
calculated as follows: 

   (7) 

 
   (8) 

 
    (9) 

 
We propose the experimental results into three sub-
sections: training results, testing results, and transfer 
learning results. We investigate the performance of the 
pre-trained network through transfer learning. Our 
comparison is based on the previous evaluation parameters 
(Eq. (7) to Eq. (9)), training cost time, and confusion 
matrix.  

4.1 Training Results 

We employ SGD optimizer for the training process and 
select 40 epochs to ensure that the training phase will be 
converged as followed in [41] with min-batch size 32. The 
initial learning rate setup is 0.001. We evaluate the 
performance of each pre-trained network during the 
training process through training accuracy versus iteration 
number, loss function versus iteration number, and 
training cost time.  In Fig. 4, the learning accuracy curves 
starts from 40% accuracy and finish the training with 
accuracy 100%. On the other hand, In Fig. 5, the learning 
loss curves starts from 1.65 and finish the training process 
at zero loss. 

4.2 Testing Results 

In this section, all experiments were based on Dataset1 
which contains 2172 cells. We utilize the large dataset to 
train the proposed system from scratch. 
In this experiment, we investigate the proposed system 
accuracy vs. previous approaches as shown in Fig.6. The 
proposed WBCsNet-2 achieved 96.8% accuracy more than 
WBCsNet which achieved 96.1%. A significant 
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improvement 0.7% achieved by adding a residual block, 
batch normalization, and dropout layers. On the other hand, 
both recognition systems based on deep learning achieved 
more accuracy than traditional one. Transfer learning 
approach for LeNet and AlexNet achieve the lowest 
accuracy score. 
In Fig.7, the other evaluation parameters are shown. We 
compare between WBCsNet and WBCsNet-2 based on 
sensitivity and specificity metrics. The proposed 
WBCsNet-2 enhance the system sensitivity score to 
92.63%. However, a slight increase in the specificity 
metric has been noticed with 0.02%.  
The confusion matrix of WBCsNet-2 recognition system is 
shown in Table.1. It is noticed that the true positive value 
of Neutrophil cell recognition increased to 1401. The old 
WBCsNet achieved 1382 true positive value for 
Neutrophil cell. Moreover, Basophil cell with its low 
number has no false negative value. The misclassification 
between Eosinophil cell and Neutrophil cell has been 
noticed. This misclassification can be explained by high 
similarity in their cell structure. On the other hand, a 
misclassification has been also noticed between 
Lymphocyte and Monocyte cell. This misclassification can 
be explained by their nucleus texture similarity. 

4.3 Transfer learning using WBCsNet-2  

In this section, all experiments were based on Dataset2 
which contains 254 cells. We utilize the low size dataset to 

perform transfer learning process. Employing the trained 
network as a pre-trained network was addressed in [40]. 
The proposed WBCsNet-2 achieved accuracy based on 
transfer learning 95.8%. A significant improvement 
reaches to 2.4% has been achieved using our proposed 
system as shown in Fig.8. 
CNN features visualization assist in the power of the 
training of deep learning systems. It also reflects the robust 
of the proposed model. Each convolutional unit contains 
no. of learned filters. The most bight and dark pixels 
represent the highest activation response. On the other 
hand, the gray pixels reflect low response. In this 
experiment shown in Fig.9, we select the Neutrophil cell 
according to its high percentage inside WBCs Dataset. We 
address the cell activation through the first convolution 
unit (Conv1) which consists of three convolutional layers, 
the second convolutional unit which consists of a single 
convolutional layer (Conv2), and, the third convolutional 
unit which consists of a single convolutional layer (Conv3). 
Cov1 consists of 64 filters, Conv2 consists of 256 filters, 
and Conv3 consists of 512 filters. It is noticed that in 
deeper convolutional units, the features of the learned filter 
are more complicated as it should contain obvious features 
about the network which had been learned. 
 

 

 

 

Fig. 2  Single residual network architecture. 

 
(a) 
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(b) 

Fig. 3  (a) WBCsNet architecture, (b) The proposed WBCsNet-2 architecture. 

 

Fig. 4  The proposed WBCsNet-2 architecture training accuracy 
performance. 

 

Fig. 5  The proposed WBCsNet-2 architecture training loss performance. 

 

Fig. 6  The proposed WBCsNet-2 accuracy performance vs previous 
approaches. 

 

Fig. 7  The proposed WBCsNet-2 vs. WBCsNet evaluation parameters. 
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Table 1: Confusion matrix for WBCsNet performance. 
 Rec. 

Neutrophil 
Rec. 

Eosinophil 
Rec. 

Basophil 
Rec. 

lymphocyte 
Rec. 

Monocyte 
Neutrophil 1401 10 0 0 1 
Eosinophil 13 70 0 0 0 
Basophil 0 0 10 0 0 

lymphocyte 0 0 0 502 15 
Monocyte 10 0 0 13 119 

 

 

Fig. 8  The proposed WBCsNet-2 vs. WBCsNet based on transfer 
learning. 

Original  
Image 

 

Conv1 
 

 

 

Conv2 

 

Conv3 

 

Fig. 9  CNN features visualization through WBCsNet-2 network. 

5. Conclusion 

In this paper, a novel WBCsNet-2 network architecture has 
been proposed. WBCsNet-2 modifications based on 
adding batch normalization and dropout layers, and 
residual block increased the proposed WBCsNet-2 
performance. It achieved 96.8% accuracy and 92.63% 
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sensitivity. The cells which have large no. inside dataset, 
its recognition has been improved. This suggests 
increasing the performance of the proposed recognition 
system by increasing the lower cells numbers. This study 
has gone some way towards enhancing our understanding 
of residual block utilization that can be generalized to 
increase the other low-depth plain CNN. On the other hand, 
increasing WBCsNet-2 performance aims to increase 
WBCsNet-2 function as a pre-trained network. WBCsNet-
2 as a pre-trained network has been employed successfully 
to recognize limited size WBCs dataset. It achieved 95.8% 
accuracy according to the transfer learning approach. The 
proposed WBCsNet-2 demonstrates high activation 
responses related to deep learned features. Our 
experimental results were very promising and suggest 
generalizing our methods for other medical application 
recognition problems.  
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