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Abstract 
Automatic speech recognition presents an interesting research area 
that has always attracted researchers to the general public. It is now 
giving rise to an important set of applications of a very varied 
nature and difficulty, involving millions of people around the 
world every day. In this paper, a model of speech recognition 
system in noisy environment is developed and analyzed. The 
proposed model relies on several hybrid feature extraction 
methods. Indeed, Teager-Energy Operator, Perceptual Wavelet 
Packet (TEO-PWP), Mel Cepstrum Coefficient (MFCC) and 
Perceptual Linear Production (PLP) are combined to construct a 
robust HMM based system. TIMIT database, which consist of both 
clean and noisy speech files recorded at different level of Speech-
to-Noise Ratio (SNR, has been used for the system test. Results 
and observations are performed to prove the effectiveness of the 
proposed system relying on speech recognition rates. 
Keywords: 
Teager-Energy Operator TEO-PWP; Enhancement Speech; 
MFCC; PLP; RASTA-PLP; HMM. 

1. Introduction 

Nowadays, automatic speech recognition field has 
progressed considerably by revealing innovative algorithms 
and techniques for speech processing. Indeed, any speech 
recognition system must have the ability to analyze and 
detect a string of words or phonemes from the speech signal. 
Automatic speech processing opens up new perspectives 
given the considerable difference between manual and 
voice control. The use of natural language in the 
human/machine interface puts the technology within the 
reach of all by reducing the constraints of the use of control 
devices. 
 Although progress is still to be made on complex 
recognition systems, it should be noted that the recognition 
of small vocabularies is almost perfect, which is largely 
enough for everyday voice processing tools. Thus, the error 
rate and learning time of recognition systems are steadily 
decreasing to reach results close to 95%. This rate is 
obviously variable according to the difficulty of the 
language. Indeed the machine sometimes has trouble 
avoiding some language traps. With the advent of 
sophisticated systems, recognition speech rate improvement 

is the subject of all scientific research. Indeed, several 
methods of classification and parameterization have 
emerged to achieve this objective. 
Many works in the literature have shown interests in 
development, analysis and improvement of speech 
recognition systems relying on different classification 
techniques based on parameterization enhancement.  
Recently, Wavelet transform has attracted the attention of 
many researchers in a lot of research areas such as 
compression, detection, signal and image de-noising, and 
pattern recognition. In [1], the author has proposed a 
powerful tool for de-noising signals based on wavelet 
shrinkage which operates by thresholding wavelet 
coefficients. The drawback of this approach is situated in no 
always exist possibility to separate the components 
corresponding to the target signal from those of noise using 
a simple thresholding. Improved algorithms based on 
shrinkage wavelet threshold have been more recently 
proposed in [2].  
However, they suffer two problems: Inability in 
maintaining the signal continuity and the signal loss in 
speech information. On the other hands, ideal binary mask 
(IBM) method has proved its efficiency by increasing 
speech intelligibility, as a goal of binary time-frequency (T-
F) masking approach [3]. Indeed, both separation and 
estimation of the target signal have been carried out from 
the residual called interference noise and not a very good 
separation has been reached of such voiced and unvoiced 
components [4-5]. 
Compared to previous works, this paper develops efficient 
isolated words recognition system based on HMM 
classification technique using combined feature extraction 
algorithms as PLP, RASTA-PLP, GF, MFCC and TEO-
PWP. 
 Indeed, the speech recognition rate is evaluated using even 
MFCC and MFCC/wave atoms combination features. The 
MFCC based wave atoms parameterization presents high 
performance in speech recognition systems even though 
other techniques. So, the adopted feature method extraction 
using combined MFCC and wave atoms techniques proves 
its effectiveness in both clean and noisy environment with 
less complexity and accurate results. 

https://www.powerthesaurus.org/even_though/synonyms
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The remaining of this paper is developed as follows: 
section2 is devoted to the description of speech pre-
processing steps. Section 3 gives details about different 
feature extraction techniques. Section 4 presents the 
adopted speech recognition system with used techniques. 
obtained results are analyzed and discussed in section 5. 
Finally, section 6 gives the conclusion and expected future 
works. 

2. Related Works 

The literature is enriched by several scientific works that 
develop and analyze speech recognition systems. Some 
works aim to improve these systems in the basis of 
parameters optimization via hybridization and combination 
between different extraction techniques. In fact, MFCC, 
LPC and PLP seem to be the best known parameterization 
approaches. Among the most recent researches in the field 
of automatic speech recognition, mention may be made of 
[6] which presented a deep Belief Networks (DBNs) to 
extract discriminative information from larger window of 
frames in speech signal. The objective desired by work was 
the exploration of the DBNs efficiency in learning features 
that are more invariant to the deep fluctuation in speech 
signal. The work in [7] proposes reduced combinational 
features for emotional speech recognition in the basis of 
wavelet coefficient, LPCC (linear prediction cepstral 
coefficient) and MFCC (mel-frequency cepstral coefficient). 
The feature sets are also combined and tested in the 
classifier. The proposed feature extraction method is 
applied to detect and classify five emotions as angry, fear, 
happy, disgust and neutral. However, authors in [8] aim to 
enhance a speech recognition system that combines audio 
and visual speech information in noisy environments. They 
use Gabor filters to extract feature in the front-end stage of 
both modules to capture robust spectro-temporal features. 
The performance obtained from the resulted Gabor Audio 
Features (GAFs) and Gabor Visual Features (GVFs) is 
compared to the performance of other conventional features 
such as MFCC, PLP, RASTA-PLP audio features and 
DCT2 visual features. The work in [9] investigates a variety 
of features based on a linear auditory filterbank, the 
Gammatone filterbank. Envelope features are derived from 
the envelope of the subband filter outputs. The proposed 
speech recognition system relies on a standard HMM based 
recognizer under both clean training and multi-condition 
training is conducted on a Chinese mandarin digits corpus.  

3. Speech Pre-Processing 

Making feature domain techniques more consistent is the 
main goal in diverse environmental conditions. In fact, there 
are two categories of feature domain methods: the first one 
is destined to modify the test features and to make them 

better matching the acoustic conditions for the trained 
models such as code word dependent cepstral normalization 
(CDCN) [10], speech enhancement methods [11-12], 
feature normalization methods, the stereo-based piecewise 
linear compensation for environment (SPLICE) [13-14], 
multivariate Gaussian based cepstral normalization (CMN) 
[15, 16, 17]; the second category is used to make a special 
robust speech feature representation which can be 
employed for both training and testing at the aim to make a 
reduction in the sensitivity in various acoustic conditions.  
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Fig. 1  Automatic Speech Recognition System 

The objective in last category is to obtain robust feature 
extractors by integrating a pre-processing step such as 
incorporating algorithms for computing MFCC or PLP 
features, like frequency masking [18], amplitude 
modulation-based cepstral features [19-20], Power-
Normalized Cepstral Coefficients (PNCC), speech 
enhancement [18, 21, 22, 23], or by adding feature 
normalization techniques [15-16] as a post-processing step, 
like cepstral mean normalization (CMN) or by combining 
both steps [24].  
     In the front-end part of Automatic Speech Recognition 
(ASR) systems, the acoustic features are extracted from the 
input speech signal via feature extraction algorithms, 
known as the signal modeling. Recognition result 
generation in back-end part known as statistical modeling is 
performed by matching obtained features with a reference 
model using a template or classification techniques [25], 
such as Vector Quantization (VQ), Hidden Markov Model 
(HMM), Dynamic Time Warping (DTW), and Artificial 
Neural Network (ANN).  
Feature Extraction techniques 
To get the extracted features, new hybrid feature extraction 
techniques are applied which are combinations of precedent 
feature extraction methods such as MFCC, PLP, RASTA-
PLP, AMS, and GF with TEO-PWP method. The design of 
each above-mentioned feature has been performed for 
further generating 13 coefficient parameters. 
    The condition for training and testing data has a main 
function to design an acoustic model which therefore has a 
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big impact on the performance of automatic speech 
recognition system [26].  
Indeed, many works have been performed to model the 
human audio processing but the success percentage was 
limited for improving the robustness of the speech 
recognition front-end using PLP [27], dynamic spectral sub-
band centroids [28], RASTA [29], or the auditory-based 
features [30]. Nevertheless, the MFCC features have kept 
its place as the most widely used features for ASR 
applications in virtue of its good discrimination capabilities 
and its low computational complexity 
      In [31], it has been shown that the Teager energy 
cepstrum coefficients (TECCs) has been succeeded to 
outperform MFCCs coefficients under mismatched 
testing/training conditions for noisy recognition tasks. 
Indeed, TECCs have been employed with Teager-Kaiser as 
alternative energy estimation instead of the human hearing-
inspired filter banks, i.e., Gamma tone filters, and the square 
amplitude energy operator [32]. 

4. The Proposed Method 

The speech recognition system under study consists of 
different important block diagrams. The system follows 
several steps to finally lead to an acceptable speech 
recognition rate. Indeed, feature extraction needs to be 
optimized to achieve a better signal clustering which is 
performed via the HMM classifier (see Fig.1). So, this work 
proposes a combination of existing feature extractions 
techniques in order to achieve a good performance. 
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Fig. 2  Proposed speech recognition system 

The feature extraction algorithm follows several steps 
(see Fig.3): 

Step of acquisition & 
pretreatment

Perceptual wavelet packet 
transform
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Fig. 3  Bloc diagram of our proposed method 

A. PWP transform and TE operation 

The TE operator has been applied on PWP coefficients of 
noisy speech instead of applying it directly on the noisy 
speech. Also, modeling TE operated PWP coefficients of 
noisy speech using an Erlang-2 PDF in order to determinate 
an appropriate sub-band-adaptive threshold, constitute one 
of main contributions of this paper.  
 Moreover, the proposed method is significantly fast and 
suitable for real-time enhancement of noisy speech since the 
Erlang-2 PDF is a single parameter which relies only on the 
variance of the modeled random variable and does not need 
computation of any additional parameter.  
The change in the characteristics of the proposed 
thresholding function in this paper depends on the 
probabilities of speech presence and absence in a sub-band. 
Therefore, the proposed custom thresholding function is 
employed at the aim to obtain an enhanced speech by 
applying the calculated thresholding on PWP coefficients of 
noisy speech. 
To make difference between speech and noise, PWP 
transform does not offer enough frequency resolution [33]. 
Let’s consider Wk,m the mth PWP coefficient in the kth 
subband, the expression of TE operated coefficient tk,m 
corresponding to Wk,m can be given as follows: 

tk,m = T(Wk,m)    (1) 
 
Where the definition of discrete TE operator T(Wk,m)  is 
given as [34]: 

T�Wk,m� = Wk,m
2 − Wk,m+1Wk,m−1  (2) 
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B. Erlang-2 PDF for modeling of TE operated PWP 
coefficients 

In this paper, a common PDF was used to model the TE 
operated PWP coefficients of noisy speech and noise. The 
differentiating value between the speech and noise PWP 
coefficients in a sub-band is employed to found out the 
exact threshold on the basis of the theory of entropy 
between these coefficients. 
 In fact, it is so difficult to realize the actual PDF of speech 
PWP coefficients or it’s tk (where tk = tk,1, … , tk,M, and M 
is the total number of PWP coefficients in kth  subband) 
because of the time-varying nature of speech signals. For 
this reason, the formulation of a PDF for tk can be replaced 
by formulating its histogram and by this manner we can 
obtain a PDF that is closely similar to the histogram. To 
approximate the histogram, Student t PDF represents a good 
choice for this task but it has the drawback of time-
consuming in determining the proper degree of freedom 
which makes it not recommendable for real-time speech 
enhancement. Finding a PDF that relies only on the variance 
of tkof the noisy speech or noise, modeling and closely 
similar to the histogram is also a challenge to be resolved. 
Erlang-2 PDF is such a method which can be used for this 
task, as it depends only on the variance of the model it fits. 
In [35], it has been shown that Erlang-2 PDF has 
significantly improved the speed of speech enhancement 
procedure and it has not degraded its performance in 
comparison to student PDF. Combining µ-law and semisoft 
thresholding functions represents the main idea to design a 
custom thresholding function which has proved its 
efficiency in speech enhancement in comparison to 
thresholding function based on combination of modified 
hard and semisoft function. The change in the 
characteristics of the proposed thresholding function in this 
paper depends on the probabilities of speech presence and 
absence in a sub-band.  
Therefore, the proposed custom thresholding function is 
employed at the aim to obtain an enhanced speech by 
applying the calculated thresholding on PWP coefficients of 
noisy speech. 
Thresholding in wavelet, wavelet packet, or PWP domain 
[33-36], it is not reasonable to consider a unique threshold 
for all sub-bands in [37]. In this paper, a common PDF was 
used to model the TE operated PWP coefficients of noisy 
speech and noise. Indeed, the symmetric K-L divergence is 
expressed as follows: 

SKL(p, q) = KL(p,q)+KL(q,p)
2

   (3) 
 

Where p and q represent 2-PDFs 

5. Results and Analysis 

To test the performance of the proposed feature extraction 
algorithm, simulation results are meeting. Indeed, signal 
decomposition at 4 levels using perceptual wavelet packet 
“PWP” is shown in Fig.4. However, the used Mel filter sub-
bands is given by Fig.5.  
 

 

Fig. 4  PWP decomposition of original input signal 

 

Fig. 5  Mel Filter sub-bands 

To prove the interest of using Teager energy operator 
approach compared to the traditional signal energy 
detection method, a simulation test was done on a voice 
sample "She.wav". The detection results compared with the 
two methods are shown in Fig. 6.  
 

 

Fig. 6  Signal analysis using Energy Operator and Teager Energy 
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In each sub-band, the entropy between TE and the PWP 
coefficients for the noisy speech is not the same as for TE 
and the PWP coefficients of the noise as the power of the 
speech and the noise are different (see Fig. 7).  
 

 

 

Fig. 7  PWP Coefficients of a noisy speech with/without TEO  

 

Fig.8.  Recognition rate in clean and street noisy speech conditions using 
different combinations of feature extraction techniques 

 

Fig.9.  Recognition rate in clean and car noisy speech conditions using 
different combinations of feature extraction techniques 

In Fig.8 and Fig.9, we can see that the proposed method 
using PWP, MFCC, and RASTA-PLP as feature extraction 
technique has been succeeded to give the best recognition 
ratio in both clean speech condition (100%) and noisy 

speech condition (98.8% at 15dB of SNR in street noise 
condition) in comparison to other combinations of feature 
extraction techniques. As it is shown in figure 2, a satisfied 
recognition rate (92.8%) has been obtained using the 
combination of PWP, MFCC, and RASTA-PLP at low level 
of SNR (-15dB) in street noisy condition. Comparable 
recognition rates have been also obtained in all clean and 
noisy speech conditions using the combination of PWP, 
MFCC, and PLP. For the combinations of PWP, MFCC and 
Gama tone, and PWP, MFCC and AMS, the recognition 
rates are closely similar at different levels of SNR in clean 
and noisy speech conditions. Moreover, we can say that the 
recognition rates for the proposed model using the 
combination of PWP, MFCC, and RASTA-PLP in street 
noise were better than those obtained in car and multi-talker 
noises. Furthermore, the addition of RASTA-PLP feature 
besides PWP and MFCC features has a significantly 
improvement in recognition rates in clean and noisy speech 
conditions in comparison to Gama tone and AMS features. 

Table 1: Comparison between feature extraction techniques 
Feature Extraction 

Techniques 
Clean 
Speech 

Noisy Speech 
 (15 dB) 

LPCC 89.83 % 88.77 % 
PLP 99.95 % 98.59 % 

MFCC 83.19 % 82.3 % 
RASTA-PLP 92.50 % 91.67 % 

MFCC,  LPCC and RASTA 99.12 % 98.27 % 
PLP, LPCC, and RASTA 98.93 % 97.99 % 
MFCC,  PLP and LPCC 98.79 % 97.86 % 

 
In general, we can say that the combination of PWP, MFCC, 
and RASTA-PLP has shown a good capacity in achieve 
good recognition rates in clean speech condition (100%) 
and noisy speech condition (98.8 and 92.8 at -15dB and 15 
dB of SNR, respectively) in comparison to other works 
using other combinations of feature extraction techniques 
with different databases as it is shown in table 1. Also, this 
combination of feature extraction techniques has helped to 
outperform and reach comparable results in terms of 
performances (recognition rate) in both clean and noisy 
speech conditions in comparison to the state-of-the art 
systems such as HMM in [38] and [39]. 

6. Conclusion and Perspectives 

This paper has shown interests in HMM-based speech 
recognition system that combines several promising feature 
extraction techniques such as, PWP, MFCC and RASTA-
PLP; PWP, MFCC, and PLP; PWP, MFCC and GF; and 
PWP, MFCC and AMS. According to obtained results, the 
combination between performed PWP, MFCC, and 
RASTA-PLP recognition features achieves the best ratio 
(100%) in clean speech. Moreover, the adopted recognition 
method proves its ability and effectiveness in street noise by 
reaching a rate value of 98.8% at high level of SNR (15dB) 
and 92.8% at low level of SNR (-15dB). As noticed, the use 
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of PWP, MFCC, and PLP feature extraction methods can 
also reach a best performance of 98.2% at15dB SNR level 
in street noise. However, the recognition approach 
combining PWP, MFCC and RASTA-PLP, and PWP, 
MFCC and PLP seems to be the better method in terms of 
recognition rates in both clean and noisy speech conditions. 
As future work, we will investigate and develop a real-time 
speech recognition platform in the basis of the adopted 
feature extraction algorithm in an embedded system board 
like raspberry pi 3 or other performing electronic card as 
stm32, Arduino… The choice of the target can be selected 
according to test simulations necessities. 
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