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Summary 
World Health Organization has reported that about 5% of the 
world’s population is hearing-impaired. Automated sign 
language recognition system interfaces are classified into direct-
device, vision-based and hybrid-based interfaces. Deep learning 
methodologies have been proven as an excellent tool for several 
automated computer vision systems. Moreover, deep learning 
overcame several difficulties existed inside traditional computer 
vision systems, A crucial need is found to provide deaf people 
with easy deep learning methods to interact with other people.  In 
this paper, we propose a robust recognition system for Arabic 
sign language based on deep transfer learning. We employ 
transfer learning based on fine-tuning of existed pre-trained 
networks. In addition, we employ the data-augmentation to avoid 
overfitting and increase overall system performance. Several 
networks architectures have been examined for our target 
recognition task. We have also investigated the performance of 
residual networks versus plain networks. During our experiments, 
we employed  Arabic sign language (ArSL2018) public dataset 
that consists of 54,049 images with 32 class. The overall system 
accuracy achieved by the proposed one is 99.52% and 99.5% 
sensitivity based on ResNet18 Architecture with data 
augmentation benefits. A powerful Arabic sign language 
recognition system based on deep learning theory is proposed 
which can be employed later in several automated sign language 
recognition tasks. 
Key words: 
Arabic Sign Language, Deep Learning, Convolutional Neural 
Network Transfer Deep Learning, Residual Networks. 

1. Introduction 

A sign language science consists of a set of hand gestures 
which enable a person to express letters, words, and 
expressions of a specific language. Systems that can 
recognize sign-language gestures can be employed to 
make the communication easy between the hearing-
impaired and other people. Moreover, human-machine 
interaction systems can largely benefit from advances in 
sign language recognition (SLR). Creation of visual Sign 
language datasets is very important to construct automated 
systems. Such datasets were created in relation to different 
regions and spoken language such as (Arabic, English, 
Germany, Indian…etc.)  and sign language application 
area such as (isolated recognition continuous recognition 

tracking translation) [1-5]. Human-computer interaction 
acquired a growing interest, especially in SLR systems. 
Automated SLR systems can be categorized into 3 
approaches: sensor-based approach, vision-based approach, 
and hybrid-based approach [6]. The sensor-based approach 
utilizes measurable readings that are in direct contact with 
a human hand such as flexion sensors, instrumented gloves, 
and position-tracking devices. The vision-based approach 
captures the sequence movements of human hands using a 
camera. The hybrid approach combines the two previous 
approaches in one system to increase system performance. 
However, the complexity of such systems increases with 
hardware sensors integration. Vision-based systems 
advantage is that the low installation requirements due to 
any attached devices. On the other hand, their main 
disadvantage is that they require a complex computation 
for hand position extraction before performing any 
recognition on the acquired images.  
Computer vision systems employed traditional machine 
learning approaches which consist of pre-processing, 
segmentation, features extraction, detection, and 
recognition [7]. These sequentially steps in tracking vision 
tasks consume a lot of time. Moreover, such systems were 
trained on limited size datasets which leak to robustness 
and generalization.  
Deep learning approach in computer vision applications 
has been proven as an excellent tool for computer vision 
tasks [8-9]. Deep learning methodologies have been 
invoked in several computer vision tasks such as pre-
processing [10], enhancement [11], segmentation [12], 
detection [13], and recognition [14]. Deep learning has 
been contributed to increasing several recognition system 
performances using several network architectures based on 
supervised, semi-supervised, and unsupervised learning 
[15]. Supervised learning based on convolutional neural 
network (CNN) is one of the most successful tools 
employed for different visual recognition tasks. Moreover, 
unlike the traditional machine learning algorithms, CNN 
can be generalized, transfer learning and fine-tuning its 
learned parameters which have been acquired from other 
visual recognition tasks. 
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Fig.1  Representation of Arabic sign language characters [16]. 

Deeply speaking, sign language is mapped to manual signs 
(MS) and non-manual signs (NMS). MS consist of static 
hand gestures, fingerspelling, and hand motions. NMS 
consist of facial expressions, lip-reading, and body 
language. Previous Arabic SLR systems worked on 
separated characters and numbers [16], words [18], and 
continuous words [18] for Arabic language. As shown in 
Fig 1, a sample of separated 32 Arabic characters which 
were prepared through ArASL dataset [16].  
This paper introduces a system which can recognize the 
Arabic sign language based on vision-based approach. 
Arabic sign language dataset was employed to train the 
proposed system. Deep learning methodologies are 
employed to achieve the highest accuracy for the proposed 
system. We investigate different deep network learning 
methods based on CNN. Obtained results are promising 
with no need for gloves and sensors. 
This paper is organized as follows.  Firstly, we introduce a 
background for the literature on Arabic SLR systems. 
Secondly, we describe our proposed method and its main 
phases. Finally, we present different experimental results 
for each step.  

2. Related Work 

Many recent research articles were introduced for SLR in 
the literature. Here, a brief summary of the previous 
Arabic SLR systems is given in Table.1. In [19-22], SLR 
systems were proposed for Arabic isolated word 
recognition. It is noticed that all continuous recognition 
systems have limited dataset size. However, the dataset 
size in isolated recognition systems reaches to 2323 
sample as in [20]. It is also noticed that the highest 
performance was achieved in [21], [22] recognition 
systems with 99.5 % accuracy score value. Such systems 
cannot be generalized according to small dataset size. The 

only system based on deep belief network [24] was only 
applied for 200 samples which caused low system 
performance reached to 85%. On the other hand, the deep 
belief has not been employed for isolated Arabic alphabet. 
All systems in [19-23], [25-26] employed traditional 
classifiers such as heuristic approach, KNN, neural 
network, recurrent neural network, neuro-fuzzy classifier, 
and support vector machine classifier. These previous 
systems employed image-based features like intensity 
features, morphological features, and 2D discrete Fourier 
transform features. In [22-23], a hybrid approach based on 
visual recognition for specified colored gloves was 
proposed. However, this approach is not applicable in real 
life with lighting conditions limitations. 
Deep learning has been widely used for different sign 
languages [27]. However, there are a few of researches 
that applied deep learning for Arabic sign language 
recognition [24].   In [26], 3D CNN is designed by adding 
the third dimension as a motion dimension. The 3D CNN 
is suitable for continuous word recognition where 3D 
kernel is convolving over multiple consequence frames. In 
[28], Bangla sign language recognition system based on 
CNN network which achieved 90 % accuracy for only 10 
digits Bangla alphabet. In [29], Italian sign language 
recognition system based on CNN network was proposed 
which achieved 91 % accuracy for 20-digit Italian alphabet. 
In [30], American Sign Language sign language 
recognition system based on CNN network was proposed. 
Both systems accuracies varied from achieved 82.5 to 
90 % for 26-digits American alphabet. In [31], a hybrid 
deep learning methodology based on CNN and recurrent 
neural network were proposed to recognize American sign 
language which achieved 91% accuracy. In [32], Indian 
sign language recognition system based on CNN network 
was proposed which achieved 92 % accuracy for 46-digit 
Indian alphabet. 
In this paper, our contributions are as follows. A robust 
recognition system is proposed for a specific sign language 
application in Arabic, which employs transfer deep 
learning methods to process large dataset. Usage of large 
size dataset source - acquired under different lighting 
conditions make the system more adaptive and the 
classification problem to be more difficult. ArSl2018 
dataset is the first time to be examined through deep 
learning framework. We have also compared between 
several pre-trained architectures either plain or residual 
networks. We investigate the data-augmentation effect as a 
pre-processing step in our proposed system. 
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Table 1: Survey of recent Arabic SLR systems. 
Ref. Dataset Name Dataset Type Dataset Size Classifier System 

Performance 
[19] Signs World Atlas Isolated/ 

Continues 
67 images for Arabic 

alphabet. Heuristic Classifier ACC=95% 

[20] ArSL dataset Isolated 2323 sample for Arabic 
alphabet. Polynomial Classifier Error rate= 

6.59% 
[21] ArASLRDB Isolated 357 images for Arabic 

alphabet and numbers. HMM Classifier ACC=99 % 

[22] Arabic manual alphabets Isolated 1800 images for Arabic 
alphabet  

Neuro-Fuzzy 
Classifier ACC=93% 

[23] Arabic manual alphabets Isolated/ 
Word 

900 images for Arabic 
alphabet 

Recurrent –neural 
network Classifier ACC=95.5% 

[24] Arabic sign language dictionary Continues 200 sample for Arabic 
alphabet. Deep belief network ACC=85 % 

[25] LAS: Second part of the Unified 
Arabic Sign Dictionary Continues 100 sample for Arabic 

alphabet. 
ensemble Subspace 

KNN ACC=81% 

[26] ArSL Database Continues / 
Word 

150 sample for 23 words 
for Arabic alphabet. Support vector machine ACC=99.5% 

 

3. Proposed method 

Deep learning methodologies have been established as a 
generalization concept. Transfer learning approach has 
been proved as an excellent tool for sign language 
recognition tasks [26-32]. Based on pre-trained networks, 
we can employ these learned networks on several image 
recognition tasks.  One of the most challenges here is how 
to employ such learned networks for identifying the 
different sign language classes using Arabic sign language 
dataset. Traditionally, pre-trained networks have been 
trained on naturally images datasets such as CIFAR10 / 
CIFAR100 [33], Caltech 101/ Caltech 256 [34], ImageNet 
[35]. Each network trained on such datasets constructs 
learned parameters beside its own architecture. In our 
proposed system, we employ different pre-trained 
networks to extract deep features and to process them to 
perform recognition step. The proposed system shown in 
Fig.2, consists of pre-processing, re-train pre-trained 
network, deep features extraction, and classification. 

3.1 Pre-processing 

The pre-processing stage consists of two procedures; 
firstly, scaling input images. Secondly, image data-
augmentation. 
Scaling input images is done by resizing these images to 
fit each pre-trained CNNs image input layer. On the other 
hand, each of such networks has its own input layer size: 
AlexNet and SqueezeNet image input layer are 
(227×227×3). VGGNet16/19, GoogleNet, DenseNet, 
MobileNet and ResNet 18/50/101 image input layer is 
(224×224×3). InceptionV3 image input layer is 
(299×299×3). Since ArSL2018 images dataset are 
collected at (64×64) resolution, the images should be 
exposed to up-sampling according to resolution. 
Data augmentation has been introduced in [36] by eight 
types; flips, Gaussian noise, jittering, scaling, powers, 

gaussian blur, rotations, and shears. In this paper, we 
employ rotation and translation in both x and y-direction. 
The rotation transformation matrix is given in Eq.1 

   (1) 

 
where Ar is the rotation transformation matrix and θ is the 
rotation angle. The MATLAB data augmenter function 
provides randomly rotation angles from a continuous 
uniform distribution within the specified interval.  In this 
paper, we used -20, +20 rotation angles. 
 

 

Fig. 2  Proposed system workflow 

Translation just involves moving the image along the X or 
Y direction (or both). Translation benefit is to make CNN 
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attention to look at objects that can be located at almost 
anywhere in the image. The translation transformation 
matrix is defined in Eq. 2. In this paper, we used -3, +3 
translation values in both x and y. 

    (2) 

 
where At is the transformation translation matrix and tx,ty 
is the translation values in x, y-direction. 

3.2 Re-train Pre-trained Networks 

Pre-trained networks can be employed through two 
methodologies, the first is based on freezing the first pre-
trained layers and the second is based on re-training the 
network again without keeping the initial layers. The 
decision refers to the nature of images dataset [37]. In this 
paper, as the sign language dataset nature differs from the 
general images’ datasets. We perform re-training for the 
pre-trained networks. In Eq.3, gradient descent can be 
defined as: 

   (3) 
 
where W represents CNN learned parameters through the 
training process, is the movement distance from the 
activation function F, which takes the value of the 
previous parameters as input. One of the disadvantages of 
gradient descent (GD) method is that it uses all the training 
data to find the optimal parameters.in our paper, The 
training process is based on stochastic gradient descent 
(SGD) which is defined in equation (4) as SGD method 
training utilizes mini-batch units (Z of Eq.4) randomly 
selected from the overall training data [38]: 

  (4) 

3.3 Deep Features Extraction 

The deep features are extracted by processing the input 
images through different layers, which gives it the ability 
to automatically extract the leaned patterns from each 
image. These layers are as the following, convolution layer, 
pooling layer, batch normalization layer, Relu activation 
layer, dropout layer, and fully connected layer. 
Convolutional layer is responsible for extracting specified 
similar patterns associated with a spatial area. A small size 
filters are applied to the input image with learnable 
weights. These weights are extracted during the training 
process. The convolution process is explained in Eq.5. 

    (5) 

where Ix,y represent input image (x, y),  represents Ith  
convolutional kernel of kth layer. 

The pooling layer is utilized to down sample the high 
dimension learnable parameters which reflect on 
decreasing computational cost as defined in Eq.6: 

    (6) 
 
where  represents output feature map,  

represents  input feature map, and  represents 
pooling operation type.  
The activation function is responsible for taking the 
decision in the neural network. The traditional activation 
functions used in neural networks are sigmoid and tanh. 
To accelerate the processing time and increase the 
recognition power for CNN architectures [39], several 
activations functions were developed such as ReLU [40] 
such as leaky ReLU [41], ELU [42], and PReLU [43]. 

    (7) 
 
where  represents the activation and  represent the 
output of convolution layer operation. 
Batch normalization helps to increase CNN stabilization 
through different CNN layers. Each activation layer output 
is normalized by subtracting the average of each batch, 
then divide it by standard deviation of each batch. The 
deep network training can be accelerated by reducing 
internal covariate shift. As in Eq.7, we can define the batch 
normalization   of a given feature map  with 
standard variation . 

    (8) 

 
Dropout layer helps to regularize CNN output. In dropping 
out process, some of CNN neurons are dropped out 
stochastically during training process. This operation helps 
to decrease over-fitting. 
Fully connected (FC) layer is placed on the last CNN 
architecture. FC layer re-map the learned high dimension 
features into single dimension form. In the fine-tuning 
process, the first FC layer is almost defined with 1000 
class. So, we perform fine-tuning for the FC layer and 
replace final layers to 32 class only for Arabic sign 
languages dataset. 
In our proposed method, we employ different deep neural 
network architectures as shown in Fig.3. In-state of art 
CNN introduced by LeCun et al. [44], the plain CNN is 
used to extract deep features as shown in Fig3 (a). 
However, in other pre-trained networks, the residual CNN 
network is used to extract features as shown in Fig. 3(b). 
Residual network was proposed by He et al. while 
introducing ResNet architectures [45]. Moreover, ResNet 
was deeper than other plain networks such as LeNet, 
AlexNet, and VGGNet. In the previous studies [46-47], 
residual block helps to increases the recognition 
performance of plain network. In this paper, we investigate 

https://arxiv.org/pdf/1502.03167v3.pdf
https://arxiv.org/pdf/1502.03167v3.pdf
https://arxiv.org/pdf/1502.03167v3.pdf
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the performance of residual networks with sign language 
recognition task. 
 

 

Fig. 3  Deep network architectures: (a) residual network, (b) plain 
network. 

3.4 Classification 

Softmax function [48] is used to classify the target classes. 
Softmax function determines a of normalized probability 
score for each class. The Softmax function is defined in 
Eq.5. 

       (9) 

 
The cross-entropy loss [48] is used to obtain class scores 
of which is formulated in Eq.6. 

   (10) 
 
where the fj refers to the jth element of the vector of class 
scores f. 

4. Experimental Results 

In this paper, a public published dataset called ArSL2018 
dataset is utilized [16]. The dataset contains Arabic sign 
language letter with 32 characters and saved in JPG 
images with 8 bits depths. The total no. of images are 
54,049 images. The dataset was acquired from different 
people with different lighting, angles, and background. 
The dataset was randomly divided into 90% training set 
and 10% testing set. During our experiments, we 
implement our code using the MATLAB 2019a. The 
system platform containing Quad-Core 2.9 GHz Intel i5 
with 16GB RAM. The GPU computation is done through 
NVIDIA TITAN-Xp with 12 GB RAM. 
The proposed sign language recognition system was 
evaluated using metrics followed in [49]. We employ the 
confusion matrix and its influenced metrics as in Eq.7 to 
Eq.13 : 

   (11) 

 
   (12) 

 
   (13) 

 
   (14) 

 
   (15) 

 

      (16) 
 

    (17) 

 
The experimental results are introduced into two sub-
sections: training and testing results. We investigate the 
performance of several pre-trained networks during both 
training and testing results. Finally, data augmentation 
samples will be introduced. 

4.1 Training Results 

For training process, we utilized SGD optimizer with the 
following setting: 60 epochs, min-batch size 128 which 
generate 45600 iterations during the training process as 
followed in [50].  In Fig. 4, the learning curves of accuracy 
for all state of art CNN networks is very low. On the other 
hand, all residual deep networks perform well with a high 
learning curve. It is also noticed that the highest depth 
network achieved well learning curve. On the other hand, 
In Fig. 5, the learning loss curves for all state of art CNN 
networks is very high compared with all residual deep 
networks. It is also noticed that the highest depth network 
achieved well learning curve. 
Execution time for training each network on ArSL2018 
dataset are reported in Fig.6 with the help of the parallel 
computation of a GPU. The most important limitation of 
using DenseNet is the training cost time which is about 41 
hours. DenseNet training cost time is too much related to 
other pre-trained networks. This can be explained by its 
highest depth in opposite to other pre-trained networks 
which reach to 709 layers. On the other hand, plain CNN 
networks achieved such as AlexNet, VGGNet16, and 
VGGNet19 were varying in training cost time between 
3.14 h for AlexNet, 20 h for VGGNet16, and 23 h for 
VGGNet19. This can be explained also by the 
differentiation in each network depth and no. of layers. 
Different ResNet architectures are also varied in training 
time due to each network layers numbers. ResNet18 
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achieved the lowest training cost time 4.3h, and 
ResNet101 achieved the highest training cost time with 
24h. GoogleNet achieved reasonable training cost time 
with its high layers' number with 6h. 
 

 

Fig. 4  Training accuracy vs. iterations number through different pre-
trained networks. 

 

Fig. 5  Training loss vs. iterations number through different pre-trained 
networks. 

 

Fig. 6  Training time required for each pre-trained network. 

4.2 Training Results 

Firstly, we demonstrate the testing results through the 
most important evaluation parameter which is the accuracy 
through different pre-trained networks. Secondly, we 
demonstrate accuracy, error, F1 Score, sensitivity, 

precision, specificity, MCC, kappa for all pre-trained 
network. Thirdly, we demonstrate the confusion matrices 
for the highest performance model. 
Finally, we visualize data-augmentation results with its 
effect on enhancing the recognition performance. 
Fig.7 demonstrates that the poor performance of plain 
networks with accuracy score of 3.91%. However, the 
performance of pre-trained residual networks exists in a 
positive correlation to the depth of the networks in 
ArSL2018 dataset described in the previous section. These 
results give obvious evidence of the central importance of 
residual networks and its superior performance over the 
plain networks in Arabic sign language recognition 
systems. The accuracy of ResNet101 reaches 99.52%. 
 

 

Fig. 7  Training time required for each pre-trained network. 

Table.2 demonstrates that the performance of transfer 
learning approach based on different pre-trained networks. 
The dataset has been used in training each network without 
data-augmentation. It is noticed that the highest 
performance of residual networks with its different 
architectures, depth, and no. of layers. ResNet 18 achieved 
the highest specificity 100 %. The highest sensitivity was 
achieved by all ResNet networks 18/50/101 with 99.5%. 
On the other hand, the highest accuracy value achieved by 
ResNet101 network with a minimum error of 0.48%. The 
highest error percentage achieved by all plain networks. 
This proves that the superior performance of residual 
networks in Arabic sign language recognition. However, 
SqueezeNet network performs better than AlexNet in the 
previous recognition tasks. The performance of 
SqueezeNet was similar to AlexNet, VGGNet 16/19 with 
our recognition task. 
In Table.3, the data augmentation procedure effect has 
been investigated to increase the performance of ResNet18 
from accuracy score of 99.48% to 99.52%. Besides, the 
highest achieved specificity value reached to 100% and 
precision reached 99.5%. In Fig. 9, a sample of the 
augmented dataset is displayed using rotation and 
translation techniques that have been introduced inside the 
proposed system section. 
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Table 2- Recognition system evaluation parameters through different pre-trained networks. 
 Error Sensitivity Specificity Precision FPR F1 score MCC Kappa 

AlexNet 0.9609 0.0313 0.9688 0 0.0313 0 0 0.937 
VGG16 0.9609 0.0313 0.9688 0 0.0313 0 0 0.937 
VGG19 0.9609 0.0313 0.9688 0 0.0313 0 0 0.937 

SqueezeNet 0.9609 0.0313 0.9688 0 0.0313 0 0 0.937 
DenseNet 0.005 0.995 0.9998 9.95E-01 1.61E-04 0.9951 0.9949 0.9174 

InceptionV3 5.00E-03 0.9949 0.9998 0.9953 1.62E-04 0.9951 0.9949 0.9174 
MobileNet 0.0054 0.9946 0.9998 0.9947 1.73E-04 0.9946 0.9945 0.9113 
Resnet18 0.0052 0.995 1 0.995 1.67E-04 0.9948 0.9946 0.9144 
Resnet50 0.0049 0.995 0.9998 0.995 1.61E-04 0.995 0.995 0.9174 

Resnet101 0.0048 0.995 0.9998 0.9953 1.55E-04 0.9952 0.995 0.9205 

Table 3- Recognition system evaluation parameters for ResNet18 before and after data augmentation. 
 Accuracy Error Sensitivity Specificity Precision FPR F1 score MCC Kappa 

Resnet18 without  
Data Augmentation 0.9948 0.0052 0.995 1 0.995 1.67E-04 0.9948 0.9946 0.9144 

Resnet18 with  
Data Augmentation 0.9952 0.0048 0.995 1 0.9955 1.55E-04 0.9952 0.995 0.9205 

 
ArSL2018 dataset consists of 32 Arabic sign language 
class. We used the confusion matrix chart as shown in 
Fig.8 between the true labels and the predicted labels. We 
specify a normalized row to visualize the true positive 
rates and false-positive rate. Also, we specify normalized 
columns to visualize the positive predictive values and 
false discovery rates in the column summary. Character 
‘dha’ achieved the highest error rate with 6 interferences 
with class ‘ta’. This can be explained by their high 

similarity in the image. 16-characters have been clearly 
recognized with no confusion found which are  
“Yaa”,   “toot”,  “taa”,  “seen”,  ” ra”,  “laam” , “ la”,  
“ kaaf”,  “jeem”,  “ha”,   “ghain”,   “dhad”,    “aleff”,  “bb”, 
and  “ain”. The remind character percentage error are 
almost 1 or two error. 
 
 
 
 

 

Fig. 8  Confusion matrix result of best performance ResNet architecture. 
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Fig. 9  Data augmentation sample results. 

5. Conclusion 

This paper proposed a new ASLR method by using 
transfer learning approach of deep convolutional neural 
network. The proposed system based on residual network 
ResNet101 achieved the highest accuracy score with 
99.52%. On the other hand, the plain CNN network 
achieved very low accuracy score with 3.9%. Applying 
data augmentation procedure achieved a reasonable 
improvement in ResNet18 performance with 0.04% to 
reach ResNet101 accuracy. The proposed system based on 
ResNet18 achieved highest performance 99.52% accuracy, 
100% specificity, and 99.5% precision reached with low 
training cost time reached to 4h. The experimental results 
are very promising for applying CNN in Arabic sign 
language recognition. Our approach performance can be 
increased with using residual CNN and data augmentation 
process. There is a real need to construct a simple residual 
network to save training time and decrease computational 
complexity. The trained network can re-employed to 
extract deep features for other Arabic sign language 
recognition tasks.  The most important limitation lies in 
the required training cost time, which can be tackled in the 
future work by proposing low depth residual network. The 
proposed system can be applied in a fully-automated 
system for Arabic sign language recognition system. 
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