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Summary 
Atmospheric pollutants play signification role in climate change 
as well as their great effect in human healthy. Prediction of such 
phenomena is very difficult due to the nonlinearity behavior of 
pollutant elements. Dynamic neural networks are good tools in 
dealing with such nonlinear problems that they can release the 

implicit dependencies in training data set through training 
algorithms for multilayer perceptron (MLP). The Levenberg-
Marquardt algorithm (LM) is an epitome technique used to solve 
nonlinear problems.  In this work MLP time series prediction 
with LM  model will be build  based on  three years hourly data 
2010:2012 cover great urban  city Cairo, divided in three sets: 
1500 target time steps for training (70%), over 450 target time 
steps for validation (20%) and   over 225 target time steps for 

testing (10%). To avoid over fitting problem Levenberg-
Marquardt algorithm stops training automatically when 
generalization stops improving, as indicated by an increase in the 
mean square error of the validation samples. Two performance 
measurements will be the methods of judgment the success of 
the proposed model: Mean Square Error (MSE) and relation 
coefficient (R). The proposed model is tested against recorded 
data set and proved superior.   
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1. Introduction 

Time series as a prediction technique collects past 

measurements of given variables variable and analysis it 

to discover the underlying relationships between them and 

finding out a descriptive model. This model will be 

applied to prognosticate future variable values. Applying 

time series in prediction has widespread in many areas of 

scientific research [1]. There are many types of time series 

that has some properties such as: nonlinearity, chaotic, 

non-stationary, and cyclic, from these types chaotic time 
series can be typically found in meteorological and 

climatological field especially in pollutants prediction [2]. 

To predict the behavior of chaotic time series which 

represent a nonlinear dynamic system, is a relatively 

complex problem that has drawn the attention and efforts 

of many scientists [3]. To overcome the limitation of time 

series Neural computing can be introduced to model 

nonlinear problem with more advantages compared with 

ordinary statistical methods.  Artificial Neural Networks 

ANN can handle air dynamics phenomena comprise: multi 

seasons and large dataset [4]; [5].  MLP tree can give 

accurate result when forecasting Time-series [6]. ANN 

can develop a mathematical model for predicting daily 

concentrations of air pollution caused by the traffic in 

urban areas with high performance [7]. Two prediction 
systems in environmental field for two types of 

applications, one of them in the area of environmental 

protection used for air pollution prediction, and the other, 

in the area of hydrology, established for predicting of 

flood [8].   An intelligent system based on fuzzy rules 

used to predict rainfall events [9]. Three machine learning 

approaches used to capture temporal dependencies in the 

data of time series these approaches are: hybrid model 

based on long short-term memory (LSTM), multiple 

additive regression trees (MART) and deep feedforward 

neural network (DFNN) [10]. 

In this study Neural computing technique particularly 
(MLP) was introduced to create model based on (LM), 

this model used for SO2 prediction. 

2. Area and Data 

The data used in this study are three years data for Cairo 

urban city [2012–2014], the data collected from three 

locations cover mega city Cairo: Masr El Gadida, Fom El 
Kaleeg and El Gomhuria. The data include SO2 hourly 

observation data; SO2 is invisible and has a nasty, sharp 

smell. It reacts easily with other components to form 

harmful compounds such as sulfurous acid and sulfuric 

acid sulfate which harmfully affect human health as well 

as environment [11]. The data were divided in three sets; 

training, validation and testing data sets.  Then the 

resultant model run over two days hidden data were 

chosen and selected randomly to check the behavior of the 

models. The data set was subjected to preparation process 

for handling noisy and missing data; this step is very 

important thus it leads to significantly improvement in the 
resulting model [12].  
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3. Methodology 

Neural Networks simulate the learning process in the 

human brain by amalgamating pattern recognition, 

reasoning and numerical computations [13]. The key 

feature of this paradigm is the innovative structure of the 

information processing system. It is consists of a 

considerable number of highly connected processing 

elements (neurons) working together to solve specific 

problems. The ANN can be applied to model large data 
sets with multi dimension s[14]. ANNs provide a method 

to solve non-linear problems that are difficult to solve by 

traditional methods. Although each neuron can be 

represented by a very simple structure, a collection of such 

elements establishes a tremendous processing power. 

Figure 1 is a schematic drawing of an individual neuron 

many of them amalgamating together to form the 

computing process. 

 

 

Fig. 1  The processing function of a single neuron 

A neuron performs a computation with the inputs {x1. . . 

xn} to obtain an output value yi by activation function f as 

in the following equation : 

 

 

(1) 

 

Where f(x) is the neuron function and the weights wij can 

be positive or negative, reproducing the so called 

excitatory or inhibitory character of neuron synapses, 

respectively. 

To solve complex problems entails the need of 

complicated calculations, which can be performed by 

using networks with one or many extra layers between the 

input and the output knowing as layer multi-layer 

perceptron MLP [15]. Mathematically (MLP) is a pair 

(N,U), where N is a set of nodes and U is a set of 

processing units over N, which satisfies the following 

condition: Every node Xi ∈ N must be either an input or 

an output node of at least one processing unit in U. 

Figure 2 structure an example of a multi-layer neural 

network with eight nodes 

{x1 . . .  x8} containing five processing units: 

U1 = ({x1, x2, x3}, f1, {x4}), 

U2 = ({x1, x2, x3}, f2, {x5}), 

U3 = ({x1, x2, x3}, f3, {x6}), 
       U4 = ({x4, x5, x6}, f4, {x7}), and 

   U5 = ({x4, x5, x6}, f5, {x8}).  

 

 

Fig. 2  feed forward Multi-layer Neural Network. 

Deep learning (DL) is the novel kernel technique of MLP 

developed rapidly in nowadays. DL firstly was introduced 

by Hinton’s deep auto-encoder (DAE) [16], which has 

multiple stacked restricted Boltzmann machines (RBMs). 

The learning process of DAE was divided into two 

different  phases: first one , pre-training, which considered 
a kind of unsupervised learning using the gradient of 

network energy of RBMs, and the second one fine-tuning 

using the supervised learning: error-backpropagation (BP) 

[17].  

One of the famous algorithms used to train a neural 

network is Levenberg-Marquardt (ML) algorithm; it has 

been designed to work specifically with loss functions 

which take the form of a sum of squared errors. It works 

without computing the exact Hessian matrix. Instead, it 

works with the gradient vector and the Jacobian matrix.  

Consider a loss function which can be expressed as a sum 
of squared errors of the form  

𝑓 = ∑ 𝑒𝑖
 2

𝑚

𝑖=1

                                  (2) 

Here m is the number of instances in the data set. 

Jacobian matrix can be defined by the loss function that 

containing the derivatives of the errors with respect to the 

parameters,   

𝐽𝑖𝑗 =
𝜕𝑒𝑖

𝜕𝑤𝑗

                                      (3) 

 

for i=1,…,m and j=1,…,n 

Where m is the number of instances in the data set and n is 

the number of parameters in the neural network. Note that 

the size of the Jacobian matrix is m.n 

The gradient vector of the loss function can be computed 

as: 
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∇𝑓 = 2𝐽𝑇 ∙ 𝑒                                                       (4) 

Where, e is the vector of all error terms. 

Finally, we can approximate the Hessian matrix with the 

following expression. 

𝐻𝑓 ≈ 2𝐽𝑇 ∙ 𝐽 + λ𝐼                                              (5) 

Here λ is a damping factor that ensures the positiveness of 

the Hessian and 𝐼 is the identity matrix. 

The next expression defines the parameters improvement 

process with the Levenberg-Marquardt algorithm 

𝑤(𝑖+1) = (𝑤𝑖 − (𝐽(𝑖)𝑇 ∙ 𝐽(𝑖) + λ(𝑖)𝐼)−1 ∙ (2𝐽(𝑖)𝑇 ∙ 𝑒(𝑖))   (6) 

for i=0,1,…n 

When the damping parameter λ is zero, this is just 

Newton's method, using the approximate Hessian matrix. 

On the other hand, when λ is large, this becomes gradient 

descent with a small training rate.  

The parameter λ is initialized to be large so that first 
updates are small steps in the gradient descent direction. If 

any iteration happens to result in a failure, then λ is 

increased by some factor. Otherwise, as the loss decreases, 

λ is decreased, so that the Levenberg-Marquardt algorithm 

approaches the Newton method. This process typically 

accelerates the convergence to the minimum. In this paper 

LM algorithm had been used in training phase to different 

configurations MLP till reached minmum predicting error 

for the presented model.   

4. Experiment 

After data preprocessing step the optimal structure to the 

neural network should be established. To achieve this goal 

many configurations were created, trained and tested 

under try and error conception and by comparing the 

statistical parameters:  mean square error (MSE) and 

correlation coefficient (R).  MSE is a common criterion in 

optimization problems, it represent the average square 

difference between output and target.  
The mathematical formula for computing MSE is: 

MSE =
1

n
∑(O − T)2                                        (7

n

i=1

) 

 

Where: n is number of data point, O is output and T is 

target value. 

R, measures the strength and the direction of a linear 

relationship between any two variables: x and y as given 

in the equation 8. 

R =
n ∑ xy − (∑ x)(∑ y)

√n(∑ x2) − (∑ y2)√n(∑ y2) − (∑ y)2

     (8) 

Figure 3 represent R for the experiment.  

 

Fig.3 the correlation confident between output and Target 

Sample results including the best performance shown in 

table 1. 

Table 1: Sample statistical result  

No. of hidden Neuron No. of delay MSE R 
50 3 9.5137e-0 0.9426 
30 2 10. 3526e-0 0.9315 
100 3 11. 3561e-0 0.9137 

 
After the previous step, the following parameters can be 

determined: number of delay, number of neural network 

layers in the hidden layers, number of neurons in each 

layer and the type of the transfer function that in the 

hidden layers. The configured neural network surpassed 

other ones, is shown in figure 4.  

 

 

Fig. 2  The determined Neural Network. 
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In this configuration number of delay determined by 2 

where number neurons was 50. The proposed 

configuration used to build model for predicting SO2 time 

series. The experiment was done under MATLAB 

environment [18]. 

The experiment can be represented by flowchart as in 

figure 5 

 
 
 

 
Fig.5 Experiment flowchart.

5. Results and Conclusion 

In this paper Levenberg-Marquardt Deep Learning 

Algorithm was used to train MLP to get the best 

configuration for Neural Network by calculating the 

evaluation parameters: MSE and R. The resultant MLP 

used to build a model for predicting SO2 time series. The 

results prove high performance when testing against 

recorded data, figure 6 shows the time series response 

output target and error curves.  The high accuracy of the 

model consequence the high correlation coefficient 

determined through the experiment. This high 

performance clearly appears when calculating MSE as 

shown in table 1. We can conclude that, the DL MLP with 

LM learning algorithm can build model able to capture 

temporal dependencies in SO2 time series data, which 

increased the accuracy of its forecasting. Therefore, this 

method can extend to be used in predicting the 

concentrations of others air pollutants.   

 

Fig. 6  Time series response 
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