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Summary 
Keyword helps in extracting the main idea from any document. 

It plays an important role in information retrieval from the 

content of the document. Keyword extraction is the process of 

detecting a keyword from any document that is easily 

understood by the users about the content of the documents. 

Keyword extraction is of vital importance in natural language 

processing. The keyword extraction is used for information 

retrieval, visualization, text summarization, classification, 

clustering, and web searching and topic detection. There are two 

main classification of keyword extraction, first one is supervised 

learning technique in which data is trained through dataset. 

Second is unsupervised learning in which no need to train the 

data and the data is collected from statistical approach. In this 

research, topic is generated from the video lectures according to 

the content of the videos. The topic is generated from the videos 

in which course code is mentioned instead of topic. Those 

videos cause problem in understanding main idea and content of 

the video lecture. The user have to listen all the videos without 

knowing the content of the video which is the wastage of time. 

Using unsupervised learning, frequency of words and 

combination of words is counted by N-Grams. The keyword 

extracted from these N-grams are compared with the data set of 

computer terms and the topic is generated of the video. 

Key words: 
Natural Language Processing (NLP), NLTK, N-grams, Keyword, 

Extraction, video lecture 

1. Introduction 

According to the International Encyclopedia of 

Information and Library Sciences [1] key word is defined 

as a word that concisely and exactly explains the topic or 

a part of the topic that is being discussed in a paper. Key 

term can not only be the single words i.e. key words but 

they can also be group of words i.e. key phrases.  

According to the book Foundation of statistical Natural 

Language processing, the phrases can be described as:  

Words do not occur in just any old order. Languages have 

constraints on word order. But it is also the case that the 

words in a sentence are not just strung together as a 

sequence of parts of speech, like beads on a necklace. 

Instead, words are organized into phrases, groupings of 

words that are clumped as a unit. One fundamental idea is 

that certain groupings of words behave as constituents. [2] 

The keywords that are described to be series of one or 

more than one words, give a very dense portrayal of the 

material that is present in the document.  Preferably, the 

keywords that are present in more dense or concise form 

give a very important part of the document.  Keywords are 

more convenient to be explained, shared, memorized and 

revised. Thus they are being used extensively to explain 

the problems that involve the Information retrieval system.  

When compared with the mathematical systems, we 

realize that the keywords do not contain any extra written 

texts and they can be implemented around different 

corpora and Information retrieval systems. 

Many articles, magazines and newspapers are being 

published online during these days. They make it very 

complicated to look through every document that is 

present. Hence, in order to eliminate this difficulty we use 

the keyword extraction methods as they give the 

important component that explain the whole topic of a 

document. By using it we can conclude the whole 

summary of the document by using these keywords. But 

As the keywords explain the meaning of the whole 

document, they can be taken advantage of and can be used 

by the applications for many purposes like retrieval of 

information, generating the report, visualization of the 

information, classification clustering, detection of topic, 

filtering, summarizing of the text etc.[3] 

Key word generally contains one or more than one words 

that can explain the reader what is present in the whole 

content. We can use the keywords to show the main point 

of the article. Thus, when the readers read the keywords 

they can Know if the article they’re reading contains the 

content that they desire or not.  By using this explanatory 

quality of the keywords we can tell if the keywords can 

help in the understanding of material in machine and help 

in the betterment of the standard of the clustering of the 

document categorization task in comparison to the other 

methods that are traditionally used and are involve the 

usage of every word that exists in the document.  As 

talked about before, the keywords are very practical in the 

summarizing of the document doing it manually can 

consume a lot of time and also, there are more chances of 

errors in it.  The language we use is very flexible, we can 

elaborate same thing by using distinct words. Plus it gets 

difficult for the reader to explore the similar articles that 
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have the same writers. It is not different when we talk 

about document clustering. In its scenario, it is difficult 

and time taking for the readers to understand that the 

article is related to which cluster. Thus, in order to resolve 

this difficulty, text mining system will be designed and 

used which will spontaneously give keywords to the 

articles and the cluster information. Not just this, it will 

also give the human feedback loop that will help in the 

betterment of the standards of the results of the system[4] 

Both, the readers and the editors are helped by the text 

mining methods. The writers can be helped in their jobs 

as it helps them to work more quickly and more easily as 

it gives them tools for the     exploratory analysis of the 

topics that are present in the document.  

This helps the writers to investigate the way in which the 

topics become different with time and can conclude if it is 

beneficial to further explore the topic or not.  There is also 

a need for the writers to put the data in the form of such 

an organization that the structure formed is in such a way 

that the topics with related information come together. 

The methods of text visualization and ontology 

organization will also be explored by us. [4] 

In the automatic keyword extraction the key terms, words 

or the key phrases are located from the article or the 

document. These keywords can easily represent the whole 

idea of everything that is present in the document.  [5]. 

The web constitutes of a very vast range of knowledge and 

it is still continuing to grow making the amount of the 

digital document that are present also grow and thus 

resulting in making the manual keywords extraction an 

impossible thing to be done.  The key word extraction also 

plays a very great role in the mining of text, in the 

processing of the natural language and in the retrieval of 

information. A lot of applications including automatic 

indexing, automatic classification, automatic 

summarization etc. can take advantage of the keyword 

extraction process as it gives a very dense presentation of 

the document [6]. Keyword assignment and the keyword 

extraction are the two classes in which the automatic 

keyword generation procedure can be divided [2]. 

When talking about the keyword assignment, a group of 

practice able keywords are chosen from the limited words 

that are present. While the keyword extraction recognized 

the best related words that are present in the document 

under study.[5]  

We can broadly divide the keyword extraction methods 

into four different approaches, namely linguistically 

approaches, machine Learning approaches, statistical 

approaches and other approaches [7] 

An important subfield of text mining is text classification. 

It helps in assigning the text document to one or more 

than one groups that are already defined.  

There are many ways in which the text is collected, 

including the articles, digital libraries, and the web pages. 

These are very significant ways of providing the 

information [7]. Therefore, we can say that the text 

classification technique is very beneficial in the field of 

research when talking about the library science, computer 

science and the information science[8]. We can model a 

lot of applications as the text classification problems. 

There are many things in these applications including the 

filtering of news, organization of the documents, 

sentiment analysis and filtering of the spam [9]High 

dimensional feature space is very common challenge 

faced by the text classification application.[10]. The 

system of the classification of the texts turns into a 

computational intensive task while each and every word 

of the feature documents is used as the features[11] . 

Hence we can say that the keywords of the text collection 

are the major and related words of the text collection that 

can easily explain the content of the document and can be 

used as the candidates to explain the properties in the 

classification model construction [12] . 

The most important thing in the area of text mining is the 

keyword extraction technique. By using many different 

methods we can carry out the process of keyword 

extraction. These include the unsupervised and supervised 

machine learning, the statistical and the linguistic 

methods.  

There are many ways for carrying out the process of 

keyword extraction and every process has its own 

advantage and disadvantage. There are four methods for 

carrying out this process including: 

1.1 Rule Based Linguistic Approaches: 

In these types of approaches, the rules of linguistic 

knowledge or features are used.  These don’t only require 

the domain knowledge but also the expertise in the 

knowledge. These are more correct but unfortunately they 

are also computationally insensitive.  

Linguistic features of the words, mainly the sentences and 

documents are used by these approaches. The lexical 

analysis, syntactic analysis discourse analysis are the 

examples of these approaches.  

Keyword extraction approaches usually use the linguistic 

information that is present in the texts for example all the 

words that are present in them. All the pieces of 

information that have been discussed till today cannot be 

described, however here are a few of them: 

Sometimes, morphological or syntactic information, such 

as the part-of-speech of words or the relations between 

words in a dependency grammar representation of 

sentences, is used to determine what keywords should be 

extracted. In some cases, certain PoS are given higher 
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scores (e.g. nouns and noun phrases) since they usually 

contain more information about texts than other 

categories. 

1.2 Statistical approaches 

The statistical method approaches are simple. They do not 

require the training data. In these types of approaches, the 

keywords are identified by using statistical methodology. 

NGram is used by Cohen for the indexation of the 

document automatically. NGram is not dependent on the 

language or the domain. Word frequency, TF*IDF, word 

co-occurrence, [6] are also statistical approaches for the 

selection of keywords.  

The statistical approaches are commonly built on 

linguistic corpus and statistical features that are derived 

from the corpus. These approaches are not difficult and 

they do not require any training data. We can use 

statistical information of the words to locate any keywords 

that are present in the document. The simplest way for 

locating the major keywords and key phrases is by using 

statistical methods. 

Word frequency, word collocations and co-occurrences, 

TF-IDF (short for term frequency–inverse document 

frequency), and RAKE (Rapid Automatic Keyword 

Extraction) are the different examples for the statistical 

approaches. 

It is not necessary to use training data for extracting the 

major keywords from a text. But as they rely on the stats, 

they can ignore the words that are not used more than 

once but still play a key role in the document. The 

extremely important benefit of the statistical approach is 

that they are not dependent on the language in which they 

are applied and thus, we can use this technique for the 

other languages as well. Although these approaches might 

not show the perfect results in comparison to the 

linguistic ones, but it has also made it    possible to carry 

out the statistical analysis and get good results by the 

availability of large amount of dataset.   

1.3 Machine Learning approaches: 

When talking about the machine learning approaches, the 

supervised methods are generally applied. The keywords 

are taken out in these approaches from the training 

document in order to understand a model. The model can 

be tested by using the testing module. When the 

reasonable model is developed, it can be used to locate the 

keywords present in the document. In this method, the 

Naïve Bayes, Support Vector Machine, the Naïve Bayes 

are used. There is a need for the tagged document corpus 

for the supervised learning methods which is very 

complicated to be generated. When this type of corpus is 

absent, the semi-supervised or the unsupervised methods 

are used as an alternate.  

In many tasks that have the text analysis based learning 

like text analysis, the machine learning based approaches 

can be used. The answer to the question that what the 

machine learning approach is, is that it is a sub-division 

of the artificial intelligence. It involve the generation of 

the algorithms that have the ability to understand the 

examples and give the conclusions from them.  The 

machine learning systems change the data into an 

understandable form instead of processing the data that is 

not structured.  From this, a question arises that what can 

make a machine learning model do this? The answer to 

the question is that the data is first converted into the 

vectors which are actually the group of numbers that have 

encoded data.  They have different features that are 

involved in the representation of the text.[13] 

Many machine learning algorithm and methods are used 

for the extraction of keywords that are most related with 

each other. For example, the deep learning and the 

support vector machines. Following are the most usual 

ways for the extraction of keywords by using the machine 

learning method. 

1.4 Domain specific approaches: 

We can use many different approaches to a particular 

corpus in order to use the background knowledge that is 

connected to the domain for example ontology and thus, 

resulting in that specific corpus to recognize and separate 

the keywords. [13] 

1.5 Other approaches:  

In the remaining approaches of the keyword extraction 

the approaches that have been discussed before are 

combined or the other way is that the useful information 

from the task of keyword extraction is used. These include 

the size, the html tags, and positions and so on. Many 

extraction methods that have been talked about are for just 

one document, still there are some methods that can be 

used for more than one documents according to their 

requirement. We can extract the key words by locating the 

noun phrases. This is majorly because the noun phrases 

have very decisive details about the text document.  The 

keywords are chosen according to their lingual 

properties[14] . And also the knowledge they provide [15]. 

These include the words that are highlighted. The 

keywords can also include the words that are present in 

the abstract, or the titles of the document. Methods which 

include co-occurrence [16] and the machine learning [17] 

can also be used for taking out a keyword from one 

document. By used the key word clustering, the topics can 
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be recognized.  Plus, the keywords related to the 

clustering and extracting are usually. Based on the history 

of the query frequency [18] can also be a method that can 

be selected.  

2. Literature Review 

Natural language processing is very important for the 

mining of the text for the retrieval of information and 

hence it has been continuously spreading in these days. 

As the main aim of the text mining is to locate the 

important knowledge that is present in the document, thus 

a lot of the researchers are working very hard for 

proposing good techniques that will help in the 

elimination of the problems in the tasks of natural 

language processing. Keyword search is a very strong tool 

as it has the ability of scanning of big documents in an 

efficient way. Even though it does not have any idea about 

the semantics of the language nor does it have any 

information or any knowledge about it.  The major aim is 

to keep the information accurate and efficient so that it is 

beneficial for the user. Thus, to achieve this goal, taking 

out keywords from a big document will be very beneficial 

for the detection of the topic and analyzing it in an 

effective way.[19] 

In the methodology of the keyword extraction by using 

statistics, the steps used for the identification of the key 

phrases or the keywords are the statistical methods. These 

methods can include gram–statistics, word frequency, etc.  

There might not be a requirement of the training data for 

carrying out these methods and they can also be 

independent of domain[5]. The methodology for taking 

out keyword statistically was introduced [16]. In the start, 

many words were taken out. After that the occurring of 

the same term many times and the repeated term were 

observed. Then the determination of the document is done 

on the basis of the dispersal based on co-occurrence and 

the significance of the term that the text document 

comprises.  There is no requirement of the training of the 

entity in this method. Also the results of this method are 

good enough to be compared with the TF-IDF measure.  

Another advanced method of key phrase extraction 

algorithm was introduced by Turney [20]. In these 

methods, there are statistical links between the key 

phrases. They help in the improvement of the quality of 

being logical for the keywords that are obtained. Web 

mining is used for the measurement of the links that are 

present between the key phrases. The text document can 

also be presented as an indirect graph by the other 

statistical keyword method [21]. Meanwhile upright part 

of graph has the phrases from text document, while edges 

have values that can be allocated on the basis of the 

statistical measurement of the difference between multiple 

words. The methods that are linked to the linguistics, the 

qualities that are used for the location of keywords are 

based on languages. These examinations comprise of 

syntactic, discourse analysis and the semantic analysis [6].  

The methods that involve linguistics depend upon the 

domain [2] .The inspection of the absorbance of the 

language based information including syntactical methods 

and the keyword extraction were carried out by[17].The 

result of the experiment showed that there can be 

advancement by only using the statistical methods like the 

ngram or the term frequency. By only using the statistical 

methods, HaCohen-Kerner [22]gave a model for the 

keyword extraction in which the words are taken out only 

from the headings and the abstract. The methods like 

unigram, bigrams and trigrams are used for text 

presentation in this model. They keywords extraction 

algorithm was set forth by Nguyen and Kan  [23] by using 

the scientific publications.  .  In these procedures, 

language based properties like the location of the phrases 

in the document are considered. 

 A method of natural language processing was given  [24] 

in which, the natural language processing method was 

changed into automatic key word extraction by using the 

scientific papers so that the execution of the machine 

learning algorithms can be enhanced. These include the 

vector machines  and the Random Forests. The results 

that are gained by experiments are via the ACM dataset. 

The assessment is carried out by using the key phrases 

and the key word extraction algorithm that are assigned 

by the expert (KEA)The methodologies of machine 

learning like the support vector machines use Naïve Bayes, 

decision tree. It is important for the construction and the 

classifying model. The disadvantages of using the features 

that are based on the feature extraction model is that the 

model has to take a set of document that is tagged. An 

easy and systematic way of extracting the key phrase 

algorithm which uses Naïve Bayes algorithm for 

extracting the key phrase on the basis of domain was 

given [25]. In the following procedure, the keywords are 

selected by using lexical approaches and the better quality 

key phrases are acquired with the help of machine 

learning algorithms. An examination was done by  

HaCohen-Kerner, Gross, and Masa [22]that showed the 

results of what happened when the methodology  of key 

phrase extraction and learning methodology were applied 

in the science based articles in the English language. The 

evaluation of the key phrase extracting methodology is 

done by using different methodologies of machine 

learning. The results of the experiments showed that C4.5 

algorithm gives the best results as compared to the others 

for the domain.  KEA++ is a method given by witten 
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[26]was an improvement in the key phrase extraction 

models.   

The knowledge of phrases and terms hat is taken from the 

thesaurus that is specific to the domain and is related to 

semantic is utilized for extracting the key words in 

automatic way. [6] made a model of the queries related to 

the key word extraction to a string labeling task. The 

conditional random field methods were used in this for 

the labeling purposes.  The results given by the 

experiment showed that the conditional random field 

methods give good results in comparison methods like the 

conventional machine learning algorithms like the 

support vector machines and linear regression. The 

approaches that are based on graph are noth the 

supervised keyword extracting methodologies. Text Rank 

is a text processing keyword as well as sentence extraction 

algorithm. It was introduced by [27] .In this method, the 

undirected/directed weighted co-occurring networks with 

changing window sizes are used. For extracting the 

keywords by this method the text of the document are 

compartmented into tokens. After that, the tokens are 

allocated with the tags of the parts of speech. For 

representing every token or a few, the nodes are made in 

correspondence to a specific part of speech. An 

association is made in between two nodes when there is 

an occurring of a word in multiple times [28].  An 

examination of the activities of supervised and un 

supervised approaches that were based on graph 

summarizing the text was done by Litvak and Last[29]. 

For representing every token or a few, the nodes are made 

in correspondence to a specific part of speech. An 

association is made in between two nodes when there is 

an occurring of a word in multiple times[28].An 

examination of the activities of supervised and un 

supervised approaches that were based on graph 

summarizing the text was done by Litvak and Last [29].  

For representing the text documents the syntactic 

representation method is used and it is graph based. A 

model for extracting the key terms was given by Grineva, 

Grinev, and Lizorkin [30]. It does the modeling of the text 

document in the form of a graph that shows relationship 

between the terms that are present. In the model that is 

made, the best related terms that give an idea for the 

heading of the document give thick components that are 

connected with each other. Graph community approaches 

are used for getting the thematic parts from the structure 

of the graph.  In these techniques, the data taken from 

Wikipedia is uses for weighing the terms and examining 

the semantic links in between them Huan, Tian, Zhou, 

Ling, and Huang. [31] did a study in which they showed a 

method for automatic key phrase extraction algorithm. It 

was helpful not only for supervised but also for 

unsupervised   learning tasks. The basis on which the key 

phrases are extracted are the structural dynamics of the 

semantic network. On a study that was presently carried 

out on the keyword extraction, a model was put forth that 

relied on the patterns of fraction [32].  It was shown from 

the results that the terms that were most related to the 

topic of the document had a fractional dimension that 

varied from one, while the terms that were not important 

had the factional dimensional value of one.  From this 

observation a conclusion can be drawn about the 

importance of words is calculated on the basis of 

fractional dimensions. 

Writers suggested automatic extraction for keywords to 

meet corpus under a more organized way and bigram 

expansion[33].They derived " entity bigram" by using 

bigram expansion in contrast to the TFIDF selection 

which is not supervised in that paper which has a good 

performance with POS filtering.TFIDF framework based 

keyword extraction was brought forward, which uses 

procedures such as POS of words as well as analyses the 

value of a graph based method. 

 In[34],a single loop feedback methodology was suggested 

for extraction of keywords by authors. Term peculiarity 

characteristics, decisions that construct a sentence as well 

as the traditional frequency or hints basing upon locations 

and collection of characteristics obtained from sentence 

summary. A feedback loop mechanism was suggested by 

them to devise improved system summaries which worked 

in the light of a framework that is supervised for 

improving association linking the keywords and the 

summary sentences. An LDA model based short web 

documents of hidden topic based framework [35].  

Two main problems were treated using LDA model 

through MaxEnt classifier that is synonyms problems and 

data sparseness. Researchers have put forward many 

different algorithms for carrying out the process of 

keyword extraction and it can be divided into 3 different 

types[36]. These include simple statistics, linguistics and 

machine based.  The basic techniques that are based on 

statistical approaches need limited pre-conditions and 

they are simpler to be understood as compared to the other 

methods. These are not focused on the lingual properties 

of the document.  

 The techniques for the extraction of keywords are also 

divided into two types, i.e.  The supervised method and 

the unsupervised method. There is a requirement of 

annotated data for the supervised method to be carried out.  

The major focus that goes along with the supervised 

method is GenEx. This is a typically known and a very 

popular system. The whole keyword extraction is based on 

this. The classification of the keywords that are provided 

into the parts of the keywords is a task of classifying 

according to the binary system and it tells if the word is a 

keyword or not. 
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  As talked about earlier in [17] Hulth has used Noun 

Phrase chunks instead of using term frequency and n 

grams.  He has done exploration of the information based 

on languages into the taking out of the keywords. When 

the POS tags are added, they help in improving the 

quality of the results as they are then free of term selection 

approach. The NP-chunks yields good results when 

compared with the results of the n gram. 

 An algorithm for keyword extraction by using language 

based information from the scientific papers was proposed 

by Nguyen and Kan  [23] . Few properties were 

introduced that could take out the salient morphological 

phenomena that are present in the scientific key phrases 

for example if the key phrase of the candidate that has 

been selected is an acronym or a particular terminology 

productive suffixes have been used.  

In [24]  Krapivin et al.  Used the NLP methods for 

considering the machine learning approaches and 

improving them so that the queries related to the 

automatic keyword extraction from the scientific papers 

can be resolved. Interpretation exhibited that the 

outcomes which outperformed state of the art Bayesian 

learning system KEA on the same dataset without the use 

of controlled vocabularies. 

 In [27] Ha Cohen Kerner presented a very simple model 

that used the unigrams, 2 grams and 3 grams and stop 

word record and extracted keywords from the abstract and 

the titles.  The model gave the weighing of the words and 

the words with the highest weight of the group of words 

are called as the keywords.  

The comparison of the supervised and unsupervised 

method was done Litvak and in [29]. This helped in 

identifying the method of extracting keywords from the 

document. The methods were on the basis of graph and 

the presentation on the document and the web document 

on the basis of the syntax.  HITS algorithm gave outcomes 

of the document that was summarized gave results in 

comparison to the methods that were supervised (Naïve 

Bayes, J48, and SVM). The ranking based on the simple 

degree from the initial iteration of HITS, instead of doing 

it to the convergence must be taken into consideration. 

 In [37] a research conducted by Yang et al. put a focus on 

the difference of entropy in-between the intrinsic as well 

as the extrinsic ways for the extraction of keywords. It 

stated that the keywords that were extracted gave the 

mindset of the writer who had written that document. The 

entropy difference of Shannon was utilized between the 

intrinsic and the extrinsic mode in their methodology. It 

referred to the fact that the occurrence of the words can be 

adjusted according to the aim of the author whereas the 

words that are not relevant can be scattered in the text in 

a random way. Thus, it can be concluded that a document 

that has words natural language with the words that can 

be recognized in a clear way can be applied with these 

aims and do not need any information of the preceding 

syntax. 

Table 1: Automatic key phrase extraction algorithms 

Work Year Domain Training 

Data 

Method 

Keyword and Key phrase 

extraction 

2015[2] Dependent No Linguistic approach 

An overview of graph-based 

keyword extraction method and 

approach 

2015[5] Independent No Graph based method 

Automatic keyword extraction from 

documents using conditional 

random fields 

2008[6] Specific Yes Conditional random field 

Keyword extraction from single 

document using co-occurrence 

statistical information 

2004[16] Single document No Word co-occurrence 

Improved automatic keyword 

extraction given more linguistic 

knowledge 

2003[17] independent Yes NP-chunk 

Coherent key phrase extraction via 

web mining 

2017[20] independent No Web mining 

Keyword extraction from single 

document using centrality 

measures 

2007[21] independent No In directed graph 

Automatic keyword extraction from 

abstract 

2003[22] Abstracted 

document 

No Unigram, Bigram and 

Trigram 
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Key phrase extraction in scientific 

publications 

 

2007[23] Scientific 

document 

No KEA p<0.5 level 

Keyword extraction from scientific 

document 

2010[24] Scientific 

document 

yes Machine learning approach 

with NLP 

Practical machine learning tool & 

techniques 

2016[25] independent Yes Lexical 

Thesaurus based automatic key 

phrase indexing 

2006[26] specified Yes KEA ++ 

Text Rank  bringing order into text 2004[27] independent Yes Text Rank 

Word clouds for efficient document 

labeling 

2011[28] independent No Directed/In directed co-

occurrence 

Graph based keyword extraction 

from single document 

summarization 

2008[29] Single document Yes Graph based 

Extracting key terms from noisy 

documents 

2009[30] independent No Graph based 

Arabic key phrase extraction using 

hybrid approach 

2014[31] independent Hybrid Statistical machine 

learning 

The factorial pattern of words in a 

text 

2015[32] Independent Yes Automatic Keyword 

Extraction Algorithm 

Automatic keyword extraction 

using meeting transcript 

2009[33] Transcript No Unsupervised Learning 

Automatic keyword extraction 

using meeting transcript 

2019[34] Transcript Yes Unsupervised Learning 

A hidden topic based framework 

for keyword extraction 

2010[35] Web Document Yes LDA Model 

A vector space model for automatic 

indexing 

2018[36] Independent Yes GenEx 

 

3. Methodology to Identify Topic of Video via 

N-Gram Approach  

In this section, procedure is discussed through which key 

word is extracted for title generation. Keyword extraction 

is used for different purposes but in this research, keyword 

extraction is used to generate the topic of the video. 

Mostly the videos have no title, so by using this approach 

title is generated according to the video content. By doing 

immense research, we have found out different approach 

in natural language field related to keywords extraction 

technique. From various methods, semantic relation 

caught our eyes and we developed a complete different 

approach to extract keywords from the documents (as 

shown in Fig. 1). 
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Fig, 1  Procedure of topic generation by using unsupervised approach 

 

The procedure has the following steps: 

1. Downloading the video lectures 

2. Conversion of video into audio.wav 

3. Conversion of audio.wav into text 

4. Store the text into pickle 

5. Preprocessing on text 

6. Count frequency 

7. Extract combination of words 

8. Matching keywords 

9. Keyword match with computer terms 

10. Title /Topic is generated 

3.1 Downloading the video lectures: 

Download the video lectures from the internet with 

subtitles. Select the videos without topic but have 

mentioned course code on it 

3.2 Conversion of video into audio 

First a specified video is selected from internet. It is 

converted into audio by using google. In this way wav file 

is generated of the specified video (as shown in Fig. 2). 

3.3 Conversion of audio into text 

Now the duration of audio wav file is calculated and 

whole duration of audio is divided into 10 seconds. In this 

way every 10 second audio chunk is converted into the 

text (as shown in Fig. 3). Conversion results can be seen 

in Fig. 4 and Fig. 5. 

  

Audio to text =Duration of audio in seconds/10 seconds 

 
Fig. 2 Audio into text 

 

Conversion start with audio at 0 second 

 

 

Fig. 3  Video into audio 
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Fig. 4 Snap of output at start of translation(Total Time of an Audio Clip in Seconds:  1032.08After finding the duration of audio clip, conversion of audio into 

text is started. Loop iteration started from 0 and every iteration contains 10 seconds conversion text data.) 

Conversion end  

 

 

Fig. 5 Snap of output at end of translation(Total audio clip duration divided by 10.so total iteration is 102All the audio data is converted into text but in the 

form of chunks.) 

3.4 Store the text into pickle 

After conversation text is stored in the pickle file. 

Pickle in Python is primarily used in serializing and 

desterilizing a Python object structure. In other words, it's 

the process of converting a Python object into a byte 

stream to store it in a file/database, maintain program 

state across sessions, or transport data over the network 

(as shown in Fig. 6).      

 

 

Fig. 6  Text stored as pickle file 

Chunks are merged and separated by commas form a 

paragraph 
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Fig. 7  Chunks are merged and separated by commas form a paragraph 

3.5 Preprocessing on text 

Refine the data (as shown in Fig. 7) before processing and 

remove the data that is not useful. First remove the stop 

words and then perform stemming. 

Stop words: 

Documents contains grammatical words and other 

supporting words or POS to complete the sentences which 

doesn’t contains any core information of the documents. 

In order to increase the processing speed, the system will 

remove the Stop Words from the documents at the start of 

the procedure. In the selected topic, we collected a 

collection of stop words which contains almost 300 stop 

words. During the process of a document, stop words has 

been removed for further implementation procedure.   

Remove the stop words from the text in this way clean the 

data otherwise stop words used frequently in the videos 

and the main keywords are not extracted due to stop 

words (as shown in Fig. 8). 

 

 

 

Fig. 8  Stop words remove, and content words just left 

 

Stemming: 

In the documents, every word needs to be processed to 

find out the keyword. Because of the words formation, the 

system could miss out same word. By stemming the words 

which means removing the suffixes and plural to singular 

words, the system could determine the same word and 

their relation among the sentences and occurrence in the 

documents.  

It is better to use stemming that every word convert into 

their base words and content words easily extracted 

Natural Language Toolkit:   

NLTK is a leading platform for building Python programs 

to work with human language data. It provides easy 

interfaces over 50 corpora and lexical resources such as 

WordNet and text processing libraries for classification, 

stemming, remove stop words, tagging, parsing and 

semantic reasoning etc. In this research, we used different 
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modusles from NLTK toolkit.  NLTK libraries need to be 

imported in order to use its different modules 

3.6 Count frequency 

It is a statistical approach through which we calculate the 

number of words appears in the text. Term frequency is  

calculating the occurrence of words in the text file. After 

processing the documents, we detect the term frequency of  

every words that plays a big role in keyword extraction 

technique. In this research, we used NLTK toolkit for 

calculating term (as shown in Fig. 9). 

 

 

 

Fig. 9  Frequency of every words. 

In this approach, count the occurrence of the every word 

exist in the video lectures. In this way words show with 

their frequencies. The word frequently used in the video 

helps to generate the title of the video. Extract top most 5 

words that have highest frequency. It means these words 

are most repeated used in the video and also find the pre 

and post word of the top 5 words. For example linked 

word occur 45 times and list word also occur 45 times. 

Linked post word is list and list pre word is linked.so it 

helps to make the words or title. In this research, this 

methods helps to identify the keywords that is used in title 

generation (as shown in Fig. 10). 

 

Fig. 10  Combination of word extraction 
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3.7 Extract Combination of Words 

N-grams of texts are being used frequently in text mining 

and natural language processing tasks. It is basically a set 

of co-occurring words within a given document and when 

computing N-grams, we move one or more words forward. 

It depends on the number given in the N-gram calculation. 

Extract combination of words from N-grams. First, 

extract the single word, then bi-gram (combination of two 

words) then tri gram (combination of three words) and so 

on till the frequency of n gram words less than five 

N-grams  

N-grams of texts are being used frequently in text mining 

and natural language processing tasks. It is basically a set 

of co-occurring words within a given document and when 

computing N-grams, we move one or more words forward. 

It depends on the number given in the N-gram calculation. 

In this research, after finding the top 5 words that have 

maximum frequency and check the combination of two 

words or three words and so on.  

N=1 

Without combination top 5 single word is displayed that 

have highest frequency (as shown in Fig. 11).  

 

 

 

Fig. 11  N 1 based without word combination top 5 words 

N=2    

Combination of two words with top 5 highest frequency  

 

 
 

N=3   

Combination of three words with top 5 highest frequency  

 
 

N=4   

Combination of four words with top 5 highest frequency  

 
 

3.8 Matching keywords 

In this research, after finding the top 5 words that have 

maximum frequency and check the combination of two 

words or three words and so on. After matching top 5 

words, highest frequency of keyword is extracted 

After matching the keywords the keyword extract from 4th 

gram and top five words of count frequency 

Linked list data structure 

3.9 Keyword match with computer terms 

The keyword extracted after matching the n-grams and 

count frequency keyword is extracted and this keyword 
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extracted compare with the computer terms dataset either 

it is a computer term or not? 

Linked list data structure 

Checked linked words is exist?    Yes 

Checked list words is exist? Yes 

Checked data words is exist? Yes 

Checked structure words is exist? Yes 

Checked linked list words is exist? Yes 

Checked data structure is exist? Yes  

Checked linked list data words is exist? Yes 

Checked linked list data structure words is exist? Yes 

So proved these words are exist in the computer terms 

data set. 

3.10 Title /Topic is generated 

If the keyword is matched with the computer term then it 

is generated as the topic/title of the video. 

Keyword is matched and the title is Linked list data 

structure 

Verification: 

Video lecture with subtitles to check the proposed model 

is working efficiently or not. How much it gives correct 

results. Therefore subtitles is matched with the text that is 

stored in pickle through jaccard coefficient (as shown in 

Fig. 12). 

Similarity is achieved in this procedure. 

 

 

Fig. 12  Jaccard similarity coefficient 

The Jaccard Index is also called as the Jaccard similarity 

coefficient.It is a statistics which is used to understand 

the similarities between the sample sets. The 

measurement focuses similarity between finite sample 

sets .It is formally defined as the size of the intersection 

divided by the size of the union of the sample sets. 

(A,B)=  lAnBI / lAuBI 

= lAnBI / lAl + lBl – lAnBI 

4. Results and Discussion 

By doing immense research, we have found out different 

approach in natural language field related to keywords 

extraction technique. From various methods, semantic 

relation caught our eyes and we developed a complete 

different approach to extract keywords from the 

documents. 

Through video lecture, extract audio from video then 

audio is converted in to text in 10 seconds chunk. Every 

10 second chunk form paragraph separated by comma and 

the paragraph is saved as pickle file for further procedure 

Check similarity between subtitles of the video and the 

text extract from the video by using jaccard similarity 

coefficient. In the result 93% data similar. 

Need to refine the data, and text converted into form that 

is useful for this approach. For refining the data, remove 

the stop words from text and apply stemming on them. 

After refining the data, only content words are left. 

Tokenization process perform on the content words. Each 

content word is converted in to tokens. Count the 

frequency of all the content words in the list. After count 

all the words along with their frequencies extract top 5 

words which have the highest frequency among all. 

Extract the combinations of words, extract one word, then 

bigram (combination of two words) trigram (combination 

of three words and so on 
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Now extract the pre and post words of top 5 content words 

which have high frequency and also find the frequency of 

pre and post words. By using n-gram, check the 

combination of two words, then check combination of 

three words and so on with highest frequency and match 

with each other and extract the keywords. Then the given 

keyword matched with the computer term dataset. If the 

keyword exist in the computer science corpus the keyword 

used as title. In this way title and topic of the video lecture 

is generated. 

Thirty videos with subtitles with subtitles were taken for 

the purpose of generation of the topic. The video were 

processed by taking combination of words by using N-

grams, statistical approach. There was no need to train 

the data as each video content is different from one 

another. 

The developed approach is able to generate the topic of 

the video. The actual subtitles and the text generated by 

the researcher were 93% similar 

N-gram technique was used to extract keywords. Single 

word, combination of two words, combination of three 

words, combination of four words. After these 

combinations, check if any of the combinations match 

with top 5 highest frequency words with their pre and post 

words. The matched keyword is extracted. Extracted 

keyword is matched either the keyword exist in computer 

term data set. After confirmation that keyword is in data 

set then the keyword was declared as the topic or title of 

the video. 

5. Conclusion and Future work 

The paper has attempted to extract keywords from the text 

of the video lectures. In the existing approach, the 

extraction of keywords according to the content of the 

video is the main purpose. Find frequently used keywords 

used in the video and extract top 5 frequently used 

keywords. Top 5 keywords with high frequency matched 

with computer term and generate the title of the video. 

This approach can facilitate the user to get the title of the 

video and saved their time by not watching the whole 

video. 

Finally, this method provides the best result by extracting 

keywords, and generate the title of the video by using n-

gram. N-gram based extraction is also used for bigram 

and trigram expansion of keywords to extract the 

keywords from text of video and matching these keywords 

with computer terms dataset and detect/generate the topic 

of the video 

This research was conducted on videos having subtitles. 

There was high accuracy in generating titles from videos 

with subtitles. In future using this approach titles may be 

generated from videos without subtitles. 
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