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Abstract 
Crowd counting is an important task for crowd monitoring in 

Masjid Al-Haram, where millions of people gather every year to 

fulfil religious obligation. Several strides have been made to 

automatically estimate the density and count from images. 

However, it still remains a challenging task due to variations in 

view points, scales and illumination. In this paper, we propose a 

novel approach for the crowd counting based on Convolutional 

Neural Network (CNN). In this approach, we first divide the 

input image into non-overlapping blocks and then each block is 

further sub-divided into cells. For each cell, we extract 

corresponding patch in the image and then feed to CNN. We then 

train a binary CNN classifier, which classifies each patch into 

two classes, i.e, head or background. We evaluate our method on 

our own dataset which we collected from different location of 

Masjid Al-Haram. From the experiments, we show to achieve 

90% accuracy. We compare our proposed method with other 

state-of-the-art methods and from the experimental results, we 

show that our proposed method outperforms other state-of-the-art 

methods 
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1. Introduction 

Ensuring crowd safety and security in crowd of 

pedestrians is an important research topic. Crowd counting 

and density estimation is receiving much attention from 

research commu-nity since last few years [30], [33], [27]. 

Huge mass events are frequently occurring in urban areas, 

for example, reli-gious and political gathering, marathons, 

concerts, etc gather large number of people in a limited 

area. In most of cases, even peaceful gatherings end up 

with crowd disasters [4]. The responsibility of ensuring 

public safety and security fall on the shoulder of security 

personnel and crowd managers. Traditionally, for public 

surveillance, surveillance cameras are installed in different 

locations of the scene. Generally, security personnel in 

control room manually monitor different activities of the 

crowd. However, this traditional way of surveillance is a 

hectic job and prone to errors. 

 

With the advancement of computer vision technology, 

several computed aided tools are developed that 

automatically analyse the crowd event and report 

suspicious activities [11]. With the tremendous success of 

convolutional neural net-work in the task of object 

detection, classification and image segmentation, 

researchers are utilizing convolutional neural network to 

explore the problem of density estimation and crowd 

counting. 

Crowd density estimation and crowd counting has received 

tremendous importance from the computer science 

commu-nity. Crowd density estimation provides the 

distribution of pedestrians in the scene. Moreover, 

localization of people has numerous applications. (1) 

Localization provides information about the exact location 

of people in the scene which is important for crowd 

managers. (2) It can save the significant cost by deploying 

required number of security personnel. (3) It provides a 

semi-automated way of annotating human heads in high 

density crowds, since it is extremely hard and tedious job 

to manually annotate humans in high density crowds. 

Several methods have been reported in recent years to 

estimate the crowd count from images. A most recent sur-

vey about the existing algorithms and techniques is 

reported in [23], [31], where the authors classified 

different algorithms based on their applicability and 

performance. They evaluated different methods using 

different challenging datasets. Most of existing methods 

are based on regression-based models, where the count is 

computed by just following the regression between the 

image features and crowd count. However, these 

regression-based methods have the following limitations. 

(1) These methods do not localize and detect human heads 

in crowd. (2) These methods are prone to errors when 

applied in low density situations. 

Generally, regression-based methods [2], [24], [10], [32], 

[16], [17], [26] are more robust in estimating density in 

high density crowd. Since there is rich texture in high 

density crowds and regression-based methods fairly 

capture the regular patterns in crowd. 

High density crowded scenes shows regular and repetitive 

structures in the form of textures. This notion is exploited 

by Marana et al. in [14], [15] where crowded scenes is 

classified into different categories based on the density 

level. In order to extract rich texture, Gray Level 

Dependence Matrix (GLDM) is used. After computing 

GLDM, features like energy, homo-geneity, entropy and 
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contrast are computed which are later on used to train 

Support Vector Machine (SVM). Further-more, in [15], 

the author proposed a novel feature known as Minkowski 

fractal dimension for crowd density classification. The 

input image is first converted to the binary image and then 

apply different values of dilation in order to extract 

different morphological structures. These dilated structures 

are then mapped to the corresponding number of pixels by 

employing

 

 

Fig. 1  Shows the pipeline of our proposed framework. Input is the image and output is the density map and count of people in the image. 

 

linear regression. After linear regression, the slope of the 

line is then used to used to calculate Minkowski fractal 

dimension features. Further studies observe that the values 

of Minkowski fractal dimension features increases with 

increase in crowd density. Wang et al. [28] extended the 

work and proposed an approach that divides the input 

image into different blocks. From each block both GLDM 

and LBP are extracted and con-catenated to represent a 

feature vector. These feature vectors are used to train SVM 

classifier. Xiaohua et al. [29] extract tex-ture features from 

the image using discrete wavelet transform. The authors 

argued that high density crowded scenes have high 

frequency of repetitive structures in contrast to low density 

crowds. Rahmalan et al. [20] proposed Translation 

Invariant Orthonormal Chebyshev Moments to extract 

texture from the crowded scenes. He argued that different 

moments represent different densities in the crowd. 

In contrast to above texture-based features, Local Binary 

Pattern (LBP) is most commonly used feature and has 

been extensively employed for texture analysis. Most of 

existing crowd density estimation methods use histogram 

of LBP to classify density levels in crowd. Zhe et al. [28] 

proposed an approach that first compute LBP from input 

image and then employ GLCM on LBP image to compute 

contrast, entropy, homogeneity and energy features. Fradi 

et al. [6], [7] project high dimensional LBP features to 

low- dimensional feature space by using principle 

component analysis (PCA). In the same way, Jalali et al. 

[9] proposed an approach that compute LBP image from 

the original image and then apply Gabor filter to compute 

mean and standard deviation of the output. 

The above-mentioned methods achieved success in esti-

mating the crowd density, however, these models suffer 

from common limitations. (1) These methods works well 

in low density crowds while in high density crowds, these 

methods fail to provide the desired output. (2) These 

models are based on hand-crafted features, which were 

susceptible to significant changes in illumination and 

lighting conditions. A small change in illumination can 

significantly change the texture of the image. (3) These 

models are blind and can not localize pedestrians in the 

scene, since these methods are regression-based models. 

Convolutional Neural Networks (CNNs) achieved signif-

icant success in object detection [22], [19], [3], [1], [21], 

classification [25], [8] and segmentation [13], [12] tasks. 

With the advent of CNN, research community is 

considering employing CNN for crowd counting and 

density estimation tasks. CNN takes a raw image and learn 

hierarchical features. The initial layers of CNN learn low-

level features, like edges, and higher layers learn the 

context. Therefore, in this paper, we explore 

Convolutional neural network for crowd counting and 

density estimation tasks. 

In this paper, we proposed Convolutional neural network-

based framework for crowd counting and density 

estimation. For this purpose, our framework has the 

following pipeline. 
 

• Divide input image into a set of non-overlapping 

blocks B. Then each block bi ∈ B is further sub-
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divided into cells. 

• Extract patch equal to the size of cell from the 

input image. 

• Resize the patch in order to fit the input of 

convolu-tional neural network. 

• We make a batch of 64 patches and feed forward 

to the CNN. 

• The result is the score map, where high response 

represents the likelihood of head and low 

response represents the presence of background. 

• Non-maximal suppression algorithm is applied on 

score map to detect human head in crowd. The 

overall pipeline of our framework is shown in 

Figure 1. 

• Compare to the other state-of-the-art methods, 

our pro-posed methods have the following 

contribution 

• Our proposed method use detection of human 

heads to count the number of people in high 

density crowds. 

• Our proposed method localizes all pedestrians in 

the scene. 

• In contrast to other methods, our proposed 

method solve crowd counting and density 

estimation problem simultaneously. 

• We evaluated our approach on dataset collected 

from the videos of Masjid-al-Haram. 

 

 

Fig. 2  shows the grid overlaid on image (on left). Right images show the extracted patch corresponding to the grid cells. These patches are used to train 

the network. 

2. Proposed Methodology 

The proposed framework takes an input image and 

estimate density and count as an output as shown in Figure 

1. The input image is divided into blocks. Blocks are 

further subdivided into cells in order to capture the scale of 

head, since the head lies in multiple scales and the size of 

head is small. We then extract image patch corresponding 

to each cell and make a batch of 

This batch of patches is then feed to CNN obtain detection 

map. We give details of each processing step as follows: 

A. Extracting patches from image 

For each input image, we overlay gird as shown in Figure 

2, ideally equal to the size of input image. From the our 

empirical studies, we observe that higher the resolution of 

the grid, higher will be the accuracy but increase 

computational cost. While lower resolution of grid results 

in lower accuracy. So this creates a trade off between the 

accuracy and computational cost. In order to address this 

problem, we define a parameter  
Ω which decide the resolution of the grid. In our 

experimental setup we keep the value of Ω = 0.5. Let Fx and Fy 

represent the x and y direction of input image. The resolution of 

the resulting grid will be Gx = Ω Fx and Gy = Ω Fy. 

B. Convolutional Neural Network 

Our proposed method use the pre-trained model of Oquab et al. 

[18] The model is initially trained on Imagenet dataset [5] 

and then fine-tunned on our own dataset for head detection. 

For generating object proposals, we follow the same 

pipeline of RCNN and adopt selective search strategy. We 

pre-process each object proposal before feeding to the 

network. In order to capture contextual information, we 
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extend the bounding box by a small margin. We then 

extract the patch from the image and resize the image to 

224 x 224 to fit the input of CNN. Since we are interested 

in detecting heads, therefore we keep square like aspect 

ratios. From empirical studies, we observe that in high 

density crowds, head only covers few pixels therefore, 

we keep the size of bounding box to a minimum value of 

10 pixels. 

 

For training, we optimize the network parameters by min-

imizing the loss function using stochastic gradient descent 

(SGD) with momentum. In contrast to classical RCNN 

that used CNN as a feature extract and employ SVM to 

train the classifier, we directly use CNN to score each 

object proposal. We observed that this approach works 

efficiently than traditional RCNN. After the classifier 

assign score to each object proposal, we then generate a 

score map. Score map is a heatmap, where hot color (red) 

represent high score value, where as cold values (blue) 

represent the background. The score map also contains 

noise and sparse values which are removed by employing 

Non-maximal suppression method. It is worth mentioning 

that the performance of our detector depends on the 

threshold value. The higher the threshold value, the high 

will be the localization accuracy but lower will be the 

counting accuracy. Empirically, we determined the value 

of threshold and fix its value to 0.5. 

 

We observed that detection obtained using the above 

model are erroneous and need to be refined for accurate 

crowd counting. The lower accuracy of the detector 

attributes to significant variations in scales of human heads 

which is hard to be captured using selective search strategy. 

In order to solve the scale problem, we extend the above 

network to incorporate scale variations in the image. For 

this purpose, we use information at the image level to 

estimate the coarse scale of heads in the input image. For 

this reason, we divide the input image into grid of cells. In 

our experiments, we use four different resolutions i.e. 16 x 

16, 32 x 32, 64 x 64, 128 x 128 with the stride of 50% of 

the resolution. We extract patches at multiple resolutions 

and resize those patches to fit the input of CNN. As a 

result, we obtained four different score maps 

corresponding that represents the coarse scale and location 

of head. We trained this network in the same way but with 

following loss function. 
 

 

Fig. 3  Sample frames collected from different locations of Masjid-Al-Haram. Images shown in figure have different crowd densities, illuminations and 

camera viewpoints. 

L(gs(i), js) = ∑ j∈ {0,1}
 
log(1 + exp

((
−
1)js+j+1g

s
,j(i))

  

(1) 
 

 

where gs(i) represents the confidence of the grid cell s of 

input image i, js ∈ {0, 1} represents range of score that 

indicates the probability of head and background. The 

classifier will assign class head to grid cell, if the overlap 

between grid cell and ground truth is larger than 0.5, 

otherwise the cell is classified as background. 

3. Experiments 

For the experimental evaluation, we use Titan Xp GPU 

with 12 GB for training and testing. We implemented our 

proposed CNN using caffe library. We use images 

collected from different locations of Masjid-al-Haram. The 

sample of images are shown in Figure 3. We also use the 

same dataset for the evaluation and comparison with other 

state-of-the-art methods. Our dataset is composed of 

frames with resolution of 1080 x 920 but captured from 
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different viewpoints. The images also depict different 

crowd densities at different timings. 

 

 

 

Fig. 4  Shows detection in different frames. The red point show the predicted detection. In first image (from left), ground truth=400 and predicted=375. In 

second image, ground truth=5590 and predicted==5572. In third image, ground truth=3300 and predicted=3252 

 

 

Fig. 5  Comparison of different state of the art methods Our propose 

method outperforms all existing methods 

For counting heads in the input image, we first divide the 

input image into finite number of cells. Let frame I is 

divided into finite number of cells. Let C = {c1, c2.., cn} 

represent the set of cells. We then resize each cell bi ∈ B 

to fit the input of CNN. We then extract patches 

corresponding to cells and feed to the network to generate 

score map. We then employ Non-maxima suppression 

method to localize and detect heads. Figure 4 depicts the 

qualitative results. As obvious from Figure, our model 

precisely detect human head in high density crowds. 

In order to demonstrate the effectiveness of proposed 

method, we compare our results with other existing 

methods in Figure 5. We use directly the pre-trained 

models of these methods in our evaluation. From the 

Figure, it is obvious that our proposed framework 

outperforms all state of-the-art methods. 

The lower performance of other detector attribute to the 

smaller size of the human head that becomes challenging 

problem for other detector to detect human head smaller 

than 23 pixels. Perspective distortions naturally causes 

scale problem. Due to perspective distortions, the heads 

near to camera appear large while the head away from the 

camera appear small. Other detectors like R-CNN uses 

weak strategy 

for object proposal generation and do not take into account 

scale variations in the image. This strategy generally relies 

on hand-craft features, i.e, edges and can not generalize to 

different scenes. On the other hand, our proposed method 

handles these problems in an efficient and effective way. 

We argue that our method perform best than other state-of-

the-art methods due to the adoption of scale-aware strategy. 
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