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Summary 
With the growing awareness of the effects of requirements on 

software development processes, requirements engineering is 

increasingly becoming an important field of focus in software 

engineering research. Many studies show that failures in 

understanding and classifying requirements are the main reasons 

for exceeding project costs and allocated time, which in turn 

may cause the failure of a project. Successful software systems 

development requires consistent and classified requirements. 

The classification of requirements represents an early but 

critical phase in the requirements analysis stage. While the 

literature sheds light on distinctions between different types of 

requirements, the detection of such differences in practice is not 

always an easy task. This paper provides an overview of 

requirements classification, presents some of the existing 

research studies on requirements classification, and discusses 

their limitations in terms of yielding suggestions for 

improvement. Additionally, this work takes a different approach 

to address requirements classification. It proposes a semantic 

model to classify requirements automatically, using a hybrid 

artificial intelligence approach. In addition, the paper discusses 

evaluation methods for each part of the proposed model. 
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1. Introduction 

This paper is an extended version of our SCS-NCC 2018 

paper [1]. We are presenting in this work more detailed 

discussions and recommendations than what appeared in 

the previous version. 

In software engineering, there is a growing and 

continuous demand to produce software systems in shorter 

cycles with higher productivity and quality [2]. This 

demand mainly depends on how well a software system 

fulfils the needs of its environment and users. Software 

requirements address these needs through requirements 

engineering processes. The successful development of 

software systems requires complete, consistent and 

classified requirements. 

Accurate requirements classification is always a critical 

factor in the success of any project. Prior research [3], [4], 

[5] has highlighted the risks generated when working 

with incorrect methods of classifying requirements. These 

risks can even cause project failure due to projects 

exceeding time or budget constraints; at the very least, 

projects will incur extra effort to bring to completion. 

Reports show that 71% of software failures are due to a 

lack of clear representation and requirements 

classification [6]. The CHAOS report from the Standish 

Group [7] examined the causes of IT project failures in 

the USA, and showed that success rates for IT projects 

were only 16.2%, while the others ended in failure. The 

second factor giving rise to project challenges is the use of 

incomplete or imprecise requirements and specifications. 

Hence, the quality of requirements specification has an 

important effect on the outcome of the project due to the 

use of poor or imprecise requirements classification. 

Another survey has shown that there is a cost to IT 

projects arising from poor requirements classification [8]. 

Successful requirements engineering (RE) involves 

eliciting the needs of users, customers, and other 

stakeholders; analysing the stakeholders’ requirements 

and documenting these requirements as software 

requirements specification; validating that the 

documented requirements match the stakeholders’ 

requirements; and managing the evolution of 

requirements [9]. RE has now emerged from an initial 

stage in the software development process to a basic 

activity and stage in many organizations that spans the 

entire software development process [10]. 

The main component of requirements engineering is the 

requirements themselves; these are properties that must be 

exhibited to ensure that certain real-world problems can 

be solved [11], [12]. Before software can be developed, 
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requirements must be specified and agreed to by the 

stakeholders of a software product such as customers, 

users, and suppliers. 

Requirements analysis covers many important stages 

before the production of a high-quality specification 

document. Requirements classification is the first and the 

most complicated stage in requirements analysis. This 

importance arises from the diversity of requirements, 

which can be varied both in terms of their purpose and the 

types of properties they represent. 

Software engineering scientists provide clear priorities 

and classifications for the requirements of the system by 

using several requirements classification techniques. 

There are many effective classification techniques 

dedicated to pioneers in the field of requirements 

engineering such as Sommerville’s technique [11]. This 

diversity is due to the rich nature of software requirements, 

the reliance on methods for the definition of requirements, 

and the architecture and design methods that are applied 

in the developed software system. 

The remainder of the paper is organized as follows. 

Section 2 provides a brief overview of requirements 

classification. Then, Section 3 reviews several works 

related to ontologies in order to show how they can be 

used to reduce the negative effects of certain factors on the 

requirements engineering processes. Section 4 describes 

recent research into artificial intelligence techniques; it 

shows how these techniques have been applied to solve a 

variety of requirements problems. Section 5 provides 

some background on the limitations of the current 

research and presents recommendations. Section 6 

proposes a model based on these recommendations and 

shows how this model may be evaluated. Finally, Section 

7 concludes the paper. 

2. Requirements Classification 

In the initial stage of RE, classifying and categorizing the 

requirements into various collections may enable many 

further actions to be taken much more easily than using a 

direct operation [13]. In the software engineering domain, 

classification has been a commonly used keyword over 

recent decades to classify requirements, faults, software 

risks, software features, and software testing [14]. From 

an RE point of view, classification can perform very 

helpful roles using techniques such as developing the 

level of understanding of user requirements [15], priority 

parameters [16], and the evaluation of their quality. 

Furthermore, requirements classification can be used to 

decrease the difficulty of decision making by reducing a 

large number of requirements into fewer collections [17].  

The literature provides several major reasons for making 

these classifications [18], [19], [20], [21]. Firstly, there is 

a difference between functional requirements (FRs) and 

non-functional requirements (NFRs), in that much more 

challenging problems usually arise in designing and 

testing NFRs. Creating a design to meet the NFRs often 

takes more time and it involves complex problems, while 

FRs appear to be more straightforward.  

Secondly, it is useful to describe constraints separately. By 

using the separate word ‘constraints’, we can explicitly 

place a limit on the design space without conflating the 

difference between the function space and design space. 

3. Ontologies in Requirements Engineering 

An ontology provides a common vocabulary used to 

describe a domain in a form of objects and concepts that 

exist together with their characteristics and relations. 

Developing an ontology is useful in sharing and 

describing different classifications. Ontologies specify a 

generic and semantic solution, which provides a precise, 

unambiguous, and reusable terminology in requirements 

classification. The following subsection provides ways of 

using ontologies in requirements engineering. 

3.1 Insufficient Requirements Engineering Process 

The formation of well-defined requirements that are 

agreed on by stakeholders has become a key priority in 

software development. The software system may not 

satisfy the aims of users if the needs are expressed as 

incomplete or incorrect requirements. Possible reasons 

leading to an insufficient process of RE are as follows 

[22]. 

1. Ambiguous requirements, where each 

stakeholder interprets the same requirement in 

different ways, producing repetition of work and 

loss of time. 

2. Insufficient specifications that result in the 

absence of primary requirements, meaning that 

the required software is not developed because 

the developers base their work on incorrect 

requirements.  

3. Requirements that are incompletely defined, 

leading to wrong estimations and judgments that 

ignore the required specifications. 

4. Dynamic and changing requirements, requiring 

management to help in understanding the new 

users’ aims and goals to define how they can be 

satisfied. 

Ontologies can be used to decrease the unfavourable 

effects of the previous reasons on RE processes. The 
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potential benefits of applying ontologies in RE include 

representations of the following aspects [22]. 

1. Requirements model: This enables a way of 

structuring and classifying the requirements. A 

requirements ontology can be used to reduce 

ambiguous requirements and avoid incomplete 

requirements descriptions during the analysis 

stage. 

2. Acquisition structures for domain knowledge: 

This is an ontology for requirements 

specification documents that describes the body 

structure of these documents. 

3. Knowledge of the application domain: An 

application domain ontology helps in 

understanding the domain by detecting dynamic 

and changing requirements.  

3.2  Applying Ontologies in Requirements Engineering 

The use of ontologies in the demonstration of 

requirements knowledge has been researched for many 

years. Lin et al. [23] presented one of the initial 

approaches in this area, proposing a generic and semantic 

solution that provides a precise, unambiguous, and 

reusable terminology. The developed ontology is used to 

define the meaning of the terminology. This solution is 

appropriate for any type of product to develop diverse 

requirements such as completeness, consistency, 

traceability, and communication. It also supports the 

discovery of redundant or conflicting requirements. The 

proposed ontology was implemented using the Prolog 

language. Although being a very complete ontology, one 

of its disadvantages is that only the engineers on the 

project share the terminology involved; as a result, 

customers are not interested in this aspect, and some 

requirements might appear ambiguous. 

Dobson and Sawyer [24] proposed a more specific method 

for using ontologies to represent the knowledge domain of 

NFRs. The proposed ontology is used to express the 

dependencies between requirements. This method 

involves various NFRs, such as confidentiality, 

maintainability, integrity, availability, reliability, and 

safety. 

Diallo et al. [25] described a method to measure whether 

or not a selected architecture dependably satisfies and 

meets the stakeholder needs specified in requirement-level 

scenarios. They mapped scenarios to elements of the 

architecture using an ontology of requirement-level event 

classes and domain entities. The scenarios represent both 

FRs and NFRs or quality attributes of the system. In terms 

of quality attributes, the scenarios either increase the 

quality of actions or indicate how to check the quality. 

Their approach specified a relationship between 

requirements that can be understood directly by 

stakeholders, and the architectures developed to satisfy 

those requirements. The requirement-level ontology 

facilitates the mapping process and acts as a focus for 

maintaining the mapping, which helps in the 

development the architecture and scenarios. The ontology 

also provides a base for individually and jointly assessing 

the scenarios and the architecture. The authors 

emphasized the mapping through event classes and 

explained their approach using two examples. 

Gailly et al. [26] proposed an ontology-based RE 

approach that detects domain knowledge and uses early 

requirements modelling techniques by combining the use 

of domain ontologies. These techniques are mainly aimed 

at eliciting and representing the organizational and 

intentional context of the system. This approach can be 

used with diverse types of domain ontologies and software 

RE techniques. 

Another study in this field was presented by Kassab [27], 

who proposed an ontology specifying the definition of the 

general concepts related to NFRs. Through the proposed 

ontology, he described different glossaries and taxonomies 

for NFRs without reference to any particular domain. 

Scholars and practitioners have used ontologies to model 

knowledge in software engineering and to indicate the 

artefacts that are designed or produced during the RE 

process. Zhao et al. [28] classified the ontologies 

developed for software engineering. They reviewed the 

current efforts related to applying semantic web 

techniques to different software engineering aspects. They 

also presented the benefits of their applications. One of 

their classifications was an ontology for requirements that 

describes the desired software characteristics, called a 

‘system behaviour ontology’, as specified by the customer. 

As an example of this kind of ontology, Caralt and Kim 

[29] proposed an ontology to enclose use cases with 

semantic information.  In a complex software 

development situation, the detection of an appropriate use 

case from a big library produced previously or from 

relevant projects is a difficult, expensive, and error-prone 

task. The proposed ontology was obtained from 

ResearchCyc, which is an ontology for the scientific 

community that contains a taxonomy of more than 6,000 

actions. The authors also proposed queries used to retrieve 

use cases could be augmented with this ontology. The 

developed ontology is used to capture, reuse, and query 

use cases efficiently. 

Wongthongtham et al. [30] developed an ontology model 

to represent software engineering knowledge. RE was a 

part of this ontology, and is referred to as software 

requirements. The authors examined a software 

engineering ontology and the different elements 

composing it. The scenarios presented in this paper 
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highlight the various features of this software engineering 

ontology. The developed ontology can help to identify the 

information necessary to exchange semantic information 

about the project. Software engineers can use this 

ontology both to share software engineering knowledge 

and to establish a communication framework. 

Liu [31] investigated conflicts in the requirements 

specifications of activity diagrams using an ontological 

approach, and proposed a method consisting of a 

modelling process and a group of rules for conflict 

detection. In addition, Liu provided several scenarios 

related to electronic commerce to demonstrate the validity 

of the proposed rules. The suggested method has two 

advantages and one main disadvantage. The feasible 

analysis process is a feature of this method. In the analysis 

of activity diagrams, the feasible analysis process offers a 

well-defined and systematic road map for the necessary 

data collection. Effectiveness is the second advantage of 

this method; by using effective rules, this method attempts 

to simplify conflict identification research, although the 

essential weakness of this method is that it cannot be 

applied in the initial stages of developing complete and 

innovative new systems. When the requirements for 

developing new systems are unclear, producing complete 

and accurate prior knowledge is difficult. 

The ontology for requirements proposed in [32] is based 

on web ontology language (OWL) and is a main part of 

the automated design approach. The function-oriented, 

automated and integrated design has three stages: RE, 

high-level abstract design, and a comprehensive detailed 

design. The ontology provides a description of both 

terminological (concept or class knowledge) and 

assertion knowledge (factual or instance knowledge). 

Terminological knowledge is used to represent current 

requirements and causal dependencies that are used in 

creating future requirements, while assertion knowledge 

is represented as an instance with regard to terminological 

knowledge. The developed ontology represents the precise 

requirements of a developed automatic planned system, 

using an automated design approach to provide a 

semantic description and representation of knowledge. In 

addition, the proposed ontology is useful for the entire 

automation engineering process.  

Shunxin and Leijun [33] discussed how the use of the 

ontology notation in the RE domain helps increase the 

level of understanding of semantic information. Their 

paper introduced ontology-related concepts and theories. 

It presented a general framework for developers for the 

use of an ontology to help in the development of 

requirements and ensure quality and speed. The authors 

used several examples to explain how to use ontology 

requests analysis, validation, and enhancement. 

Farfeleder et al. [34] presented a prototypical 

implementation of a semantic guidance system. 

Requirements engineers use this system to determine 

requirements using a semi-formal representation. A 

requirements engineer can build on a list of suggestions to 

define requirements; this list is provided by a semantic 

guidance system that uses concepts, relations and axioms 

of specific domain ontology. The developed system is 

tested based on a specific domain ontology and a set of 

requirements from the aerospace domain. The results of 

assessment show that the proposed system successfully 

supports requirements engineers in defining well-

structured requirements. 

Minhas et al. [13] presented an automated technique for 

software requirements classification using statistical and 

ontology methods. This classification technique is built 

using a controlled vocabulary to split the documented user 

requirements into specified collections in order to make 

further actions much easier than in direct operation. The 

authors demonstrated the implementation of the 

classification technique using three case studies. The 

overall structure of this technique consists of three main 

parts. The first component represents the source data in 

the form of a repository containing keywords and their 

relationships. The second component is the mapping stage, 

which is based on finding words in the requirements 

document that are related to keywords in the repository. 

The last component is the presentation stage, which 

delivers the classified requirements in more meaningful 

ways. Improving the quality of the results to reflect real 

groups of interests is the main aspect that improves the 

effectiveness of this technique. 

Daramola et al. [35] discussed how the concept of an 

ontology supports the specification of security 

requirements. Their approach utilizes a combination of 

ontologies and boilerplates through a tool-based 

framework. This approach helps requirements engineers 

to identify security threats and ultimately formulate 

quality security requirements; it also decreases the effort 

required in the process of security requirements 

specification and offers a good starting point in cases 

when a sufficiently experienced requirements engineer 

may not be available. This approach is viable for 

supporting the specification of security requirements 

based on an initial evaluation. 

To improve semantic tool support for the RE domain, 

Rashwan et al. [36] developed a new classification 

algorithm to categorize automatically NFRs in software 

specifications. They used ontology notation to convert 

software requirements documents automatically into a 

semantic representation. This approach is useful to handle 

the cost of the software system and measure the quality of 

written requirements. 
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Avdeenko and Pustovalova [37] proposed a new approach  

based on an ontology to match the theoretical framework 

of RE. This technique reduces the number of different 

terms used to describe the same concepts, and expands the 

domain of existing tools, concepts, and models, due to 

their sharing and combining. The approach is also used to 

transform rapidly and cost effectively a standard 

document from the software requirements specification 

(SRS) into an alternate format. They do this by 

automating the selection processes of the type of 

requirements specifications, the parameters that are 

sufficient to specify the project and the development team, 

and thus the methods used in working with the 

requirements. The proposed approach uses a mechanism 

based on production rules that help produce a system of 

requirements satisfying the correctness and completeness 

properties of the developed system.  

Bhatia et al. [38] provided an ontology-based framework 

and an implementation approach for detecting ambiguity 

in the specification of software requirements. This 

research shows how the elimination of significant 

ambiguities (pragmatic ambiguity, semantic ambiguity, 

vagueness and generality, and language errors) improves 

requirements, thus assisting in quality software 

development. 

Based on combining Advanced Persistent Threat (APT) 

attack cases and system domain knowledge, Kim et al. 

[39]  proposed an ontology base and its design process for 

recommending appropriate security requirements. The 

proposed knowledge base is constructed by three parts; 

APT ontology, general security knowledge ontology, and 

domain-specific knowledge ontology. Each ontology can 

help to understand the security concerns in their 

knowledge. While integrating three ontologies can help in 

deriving the appropriate security requirements along with 

the security requirements recommendation process. 

Table 1 presents a summary of this literature review. It 

lists the types of requirements to which the ontology is 

applied in each research study and the main objective of 

using an ontology in each paper. 

 

Table 1: A List of Recent Works Using the Ontology Notation in Requirements Engineering 

Reference 
Publication 

Year 

Functional /  

Non-functional 
Main objective of using an ontology 

[23] 1996 
FRs and 

Constraints 

Providing an unambiguous and precise terminology for the engineering design 

domain that can be shared by all the engineers involved 

[24] 2006 NFRs Representing dependencies between requirements 

[25]  2007 FRs / NFRs Augmenting use cases with semantic information 

[26] 2008 
FRs and quality 

attributes 

Assessing whether a candidate architecture dependably meets the stakeholder 

requirements using a mapping technique 

[27]  2008 FRs / NFRs 
Integrating the domain knowledge into early requirements models that mainly aim 

to elicit and represent the organizational and intentional context of the system 

[28]  2009 NFRs Describing different glossaries and taxonomies for NFRs  

[29] 2009 FRs / NFRs Classifying the ontologies developed for the software engineering domain 

[30]  2009 FRs / NFRs 
Assisting in the definition of information in order to exchange semantic 

information about the projects; used as a communication framework  

[31]  2009 FRs / NFRs Analyzing conflicts in the requirements specifications of activity diagrams  

[32]  2009 FRs / NFRs 
Allowing a semantic explanation and representation of knowledge using the 

automated design approach 

[33]  2010 FRs / NFRs Understanding the semantic level of information in the RE domain  

[34]  2011 FRs / NFRs Assisting requirements engineers in capturing requirements  

[13] 2011 FRs / NFRs 
Developing an automated classifier for classifying software requirements 

efficiently 

[35] 2012 NFRs 
Aiding requirements engineers in identifying security threats and ultimately 

formulating the quality security requirements 

[36] 2013 NFRs 
Developing a new classification algorithm to automatically categorize 

requirements in software specifications documents 

[37] 2016 FRs / NFRs 
Matching the theoretical framework of RE to reduce the number of different terms 

used to describe the same concepts 

[38]  2016 FRs / NFRs Detecting ambiguities in software requirements specification  

[39] 2019 NFRs 
Deriving the appropriate security requirements along with the security 

requirements recommendation process 
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4. Using Artificial Intelligence Techniques in 

Requirements Engineering 

Some encouraging outcomes resulted from the application 

of artificial intelligence (AI) techniques in RE, including 

knowledge-based approaches, automated reasoning, 

expert systems, heuristic search strategies, and machine 

learning. Machine learning methods have been involved 

in the software development lifecycle. These AI 

techniques also offer a viable alternative in terms of 

automating many software engineering issues.  

In addition to works [40], [41], [42], [43], [44], [45], [46], 

[47], [48] were discussed in [1] that show how different 

(AI) techniques can be used effectively in various stages 

of  requirements engineering processes, Li [49] also 

proposed a hybrid approach to automatically recognize 

security requirements. This approach used both linguistic 

analysis and machine learning techniques.  

In specific, the author systematically assessed the current 

security requirements ontologies to start creating a revised 

security requirements conceptual model. This model is 

based on a set of linguistic rules that are normally used to 

define security requirements. The evaluation results 

showed that the proposed approach has a high chance to 

train classifiers to classify requirements from diverse 

application domains. 

Singh [50] helped requirement engineers using an 

approach to automate the selection of specific areas of 

SRS that may need to be re-inspected because of existence 

some faults. The author used some machine learning 

techniques that can effectively isolate faults from non-

faults. 

Table 2 presents a summary of this literature review 

showing the type of AI technique used and the main 

objective of using of this technique in each research study. 

 

Table 2: A List of Recent Works Using AI Techniques in Requirements Engineering 

Reference 
Publication 

year 
AI technique Main objective of using AI technique 

[40] 2000 Machine learning Implementing tools for software development and maintenance tasks 

[41] 2003 Automated reasoning 
Developing an intelligent assistant used in the elicitation and assessment of 

requirements 

[42] 2008 Machine learning Supporting knowledge management requirements in military command centers 

[43] 2011 Naïve Bayes  Automatically generating requirements for a domain ontology evolution  

[44]  2011 Naïve Bayes  Integrating knowledge engineering with requirements 

[45]  2012 AI Techniques 
Demonstrating the application of AI techniques in software engineering 

practices 

[46]  2016 Machine learning Analyzing SRSs and automatically extracting semantic information  

[47]  2016 Decision tree  
Classifying security-based explanations into four types of security 

requirements  

[48]  2016 Neural networks 
Automatically classifying the content of a natural language requirements 

specification as a “requirement” or “information” 

[49] 2017 Machine learning Automatically recognize security requirements 

[50] 2018 Machine learning 
Automating the selection of specific areas of SRS that may be faulty and 

would need to be re-inspected 

 

5. Gap analysis and recommendations 

The previous sections discuss in detail the existing works 

related to requirements classification techniques and 

exploring ways to use ontology and AI techniques in RE. 

Although there are many different research methods in 

the RE field, the previous works contain many gaps, and 

the topic is still active for researchers in the field.  

5.1 Gap Analysis 

Software engineers prioritize and classify requirements 

using several requirements classification techniques. As 

shown above, pioneers have developed many effective 

classification techniques in the area of RE. However, most 

of these techniques do not involve the semantic aspects of 

requirements. 

Although ontology as a means of defining information 

and knowledge semantics has become a focus of study in 

RE research, the looming challenge still involves methods 

or processes to develop a custom-built ontology that is 

used specifically in the requirements classification process. 
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In previous works, ontologies were a vehicle to solve a 

variety of other requirements problems. Additionally, few 

ontologies exist for classifying specific requirements such 

as NFRs or security requirements. 

Furthermore, the literature shows that the techniques that 

have been proposed for classifying requirements are either 

manual or automated techniques containing several 

limitations and gaps. In manual techniques, the 

classification process suffers from several limitations such 

as dealing with large numbers of requirements, excessive 

time consumption, unavailability of experts, or wrong 

judgements. In automated techniques, there is a need to 

improve the effectiveness of the methods to increase the 

quality of their results.  

Used alone, AI techniques are not adequate for the 

classification process. These techniques can build a 

classifier automatically by learning the features of the 

categories from a set of classified requirements and then 

using results to classify requirements into predefined 

categories. However, these techniques have certain 

weaknesses. Most of these techniques do not consider 

semantic interactions, thereby making it difficult to 

improve the accuracy of these classification methods. 

Better classification is achievable when the semantic 

relations are considered using an ontology as an example. 

Although the use of individual classifiers is not sufficient 

to classify requirements with high performance, it is 

possible that a combination of different classification 

techniques can improve the classification accuracy. The 

concept of a hybrid scheme that combines more than one 

classification technique is proposed as an ideal approach 

to improve the performance of individual classifiers. 

5.2 Recommendations 

With the release of semantics and the progress made in 

related technologies, opportunities for using ontologies to 

represent knowledge and information semantics are 

becoming increasingly acceptable in several domains. 

This justifies the choice to develop a specific ontology for 

requirements classification that is useful in sharing and 

describing different classifications. Hence, a need exists to 

develop a custom-built ontology that contains a full 

representation of the important existing requirements 

classification techniques to handle the semantic aspects of 

requirements. The custom-built ontology distinguishes 

between different types of requirements such as business, 

user and performance requirements, FRs and NFRs, 

system, operational, software and hardware requirements, 

and interface and maintenance requirements. 

In addition, due to the previous limitations of the 

techniques used to classify requirements, it is necessary to 

automate the classification processes to improve the 

quality of the results. This automation can save time and 

effort, and can decrease the cost by reducing the number 

of hours required from experts.  

This research takes a different approach to dealing with 

requirements classification. A hybrid approach using 

artificial intelligence techniques such as machine learning 

algorithms that utilize the custom-built ontology, is 

instrumental in classifying requirements automatically. 

The selected algorithms should be chosen from different 

categories of the developed machine learning algorithms 

for classification to increase the quality of the result. The 

concept of a “hybrid” that combines more than one 

artificial intelligence technique for classification suggests 

a new approach to improving the performance of 

individual classifiers. Several researchers [40], [41], [42], 

[45] have shown that combining and joining multiple 

classification techniques can improve classification 

accuracy. This approach can minimize the ambiguities 

that currently exist and can increase the efficiency of 

software development. 

6. The proposed Model And its Evaluation 

This section proposes a model to classify requirements 

automatically based on previous recommendations and 

shows how this model may be evaluated. 

6.1 The proposed Model 

Fig. 1 shows the structure of the proposed model for 

automatically classifying requirements. Based on the 

previous recommendations, we divide the proposed model 

into two parts: 

 A custom-built ontology for requirements 

classification that is useful in sharing and 

describing the different classifications; and 

 A hybrid approach that combines several 

artificial intelligence techniques, such as 

machine learning algorithms, in order to utilize 

the custom-built ontology to automate the 

requirements classification process. 

As a primary step within the development of the custom-

built ontology, a set of requirements with known classes 

are used as instances to provide examples of each class. 

This set is taken from the software requirements 

specifications documents for successfully completed 

projects in certain small or medium-sized companies. 

The model contains a custom-built ontology that includes 

instances called training data; these data provide 

examples of requirements from previous projects for each 

class in the ontology. In addition, the hybrid approach 

used in the model combines several artificial intelligence 
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techniques to utilize the developed ontology. When a 

requirements engineer receives a list of unclassified 

requirements, he or she can start using the model to 

automate the classification process. A list of unclassified 

requirements called test data is passed through several AI 

techniques, which start to classify the requirements 

automatically based on the training data from the 

developed ontology. The main output of the hybrid 

approach is the classified requirements. The requirements 

engineer receives these classified requirements and can 

insert them into the developed ontology as new instances 

to supply the ontology with new training data. This is not 

done unless the suggested model is validated and a high 

level of performance is obtained from the hybrid approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Proposed model for requirements classification 

6.2 Evaluation Stage 

Evaluation for the custom-built ontology uses a 

benchmarking strategy, which involves comparing the 

custom-built ontology with specification templates and 

examples for the current software requirements. A 

questionnaire will collect expert feedback to evaluate, 

refine, and extend the ontology as necessary. 

The data used for experimentation are data from actual 

situations to allow evaluation of the proposed hybrid 

approach. These data will be taken from software 

requirements specification documents of successfully 

completed projects. In the first stage, requirements will be 

taken from small-scale company projects to monitor 

results and make changes, since it is easier to monitor 

problems with a smaller quantity of data. Once the 

proposed model shows good results, we will use standard 

internationally recognized requirements datasets to 

generate results and to monitor them. All of these 

requirements are supplied with their current human 

classifications allowing us to compare the classification 

results from our model with the real classification. From 

this, we will be able to determine the errors incurred and 

the level of improvement the model achieved. The 

performance of the hybrid approach is evaluated using 

standard performance measures for machine learning 

algorithms, such as precision, recall, and accuracy. 

7. Conclusion 

The proposed model in this paper aims to benefit 

practitioners in industry and government as well as 

academics in universities and technical institutions. The 

model can enable industrial and governmental 

practitioners to develop more lucid and concrete 

requirements classification that minimize ambiguities. In 

academic settings, the model is useful for student 

instruction and for research.  

Requirements classification is a critical factor in project 

success since poor classification may cause losses in terms 

of costs, time and effort. Using manual techniques to 

classify requirements entails significant effort and time 

from requirements engineers. By applying intelligent 

methods to classify requirements, this process can reduce 

the amount of time lost. Moreover, this new process can 

increase the quality of requirements analysis and can 

produce accurate system specification documents. For 

academics, the proposed model can highlight the greater 

need for clearer requirements specifications in software 

engineering courses and provide a stronger basis for 

future research in this area.  

In general, the proposed model may be considered as a 

separate tool for automatically classifying requirements. 

In future research, additional activities from the RE 

process will be added in order to increase the productivity 

of this research. 
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