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Summary 
Classification of objects in visual-images is a hot open research 
problem in the area of computer vision, especially in modern 
Internet of Things (IoT) systems. In this paper,a robust and  
reliable object taxonomy purposed framework is presented. The 

proposed model functionalize the  research future targeted, deep 
convolutional neural network components to construct a Robust 
Object  Recognition Network (RORNet). The RORNet consists of 
four convolutional layers, four Relu/Leaky  Relu activation layers, 
three max-pooling layers and only two fully connected layers for 
extracting  expected input image features. To speedup the training 
process, we used non-saturated neurons with  a very efficient 
Graphics Processing Unit (GPU) coding for the convolution 
operation. To minimize the over-fitting issue in the fully-

connected layers, we fictionalize a recently-developed 
regularization approach “dropout” with a dropping probability of 
55%. The experimental and simulations results show that proposed 
RORNet framework has a high potential capability in the 
recognition of unseen images. 
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1. Introduction 

One of the basic goals of computer vision is to understand 

visual scenes. Understanding the scene includes many tasks 

such identifying what objects provide, settling objects in 

two and three dimensions, characterizing and marking 

objects, characterizing relationships between objects and 
providing an important description of the scene. Deep 

learning draw attention the researchers from different 

directions in image processing and computer vision. Due to 

continuous research in artificial intelligence (AI), in order 

to develop the techniques of AI the researchers are 

performing significant effort to find new methodologies to 

make the performance of AI more reliable [1–5]. For 

example, automatic system learning, without being 

explicitly programmed, automatically classifies and 

discloses data patterns for other purposes [6–8]. It has many 

applications and applications in various areas of security 
issues to detect diseases in the field of medicine and the 

computer vision community [9–12]. Deep learning is one of 

the important machine learning techniques, refers to deep 

linear groups of several simple layers or functions defined 

by variables. The structure, especially the composition of 

layers or functions, defines a boundary function with dozens 

of parameters that must be improved in order to reduce 

"loss" or objective function through some form of gradient 

gradient based on artificial neural networks (ANNs) [13–

15]. In general, deep learning is the representation of multi-
layered hierarchical data in the form of ANNs with more 

than two layers. It has the ability to create new features from 

a limited set of features in training data without human 

intervention [16,17]. 

ANN has been applied to classification, approximation, 

clustering and recognition issues in many applications. The 

performance of ANNs improved drastically when learned 

based on the principles of deep learning models [7,8,11,18]. 

Deep learning is the newborn generation of machine 

learning. The Convolutional Neural Network 

(CNN) is a very effective deep learning approach based on 
artificial neural networks that has attracted the attention of 

many scientists because of its similarity with the biological 

systems [19–24]. The Deep Convolutional Neural Network 

(DCNN) is a more effective technique than CNN and shows 

promising performance in visual image classification. It has 

many interconnected components and requires large 

datasets to train networks with a depth of zero. The common 

layers of the deep learning approach are as follows: data 

separation (training, test and validation sets), random 

sampling during training, loading and collection of image 

data samples, data augmentation, DCNN, rapid 

computational structure for optimization and inference, 
evaluation metrics performance during training and 

inference. In the literature, many DCNN models appeared, 

such as GoogleNet [22], AlexNet [23], ResNet [24], 

VGGNet [25] and others. However, most, if not all, 

computations are overheads because of the large number of 

layers in the training and the update weights in the network. 

In addition, they have difficulties in training the first few 

layers in the transfer of learning efficiently. This paper 

proposed the creation of a new robust network for 

identifying objects, called RORNet. 



IJCSNS International Journal of Computer Science and Network Security, VOL.20 No.3, March 2020 

 

 

224 

 

2.Related Work 

Small-sample UAV recognition requires an effective 

detecting and recognition method. When identifying a UAV 

target using the backward propagation (BP) neural network, 

fully connected neurons of BP neural network and the high-

dimensional input features will generate too many weights 

for training, induce complex network structure, and poor 

recognition performance. In this paper, a novel recognition 

method based on non-negative matrix factorization (NMF) 
with sparseness constraint feature dimension reduction and 

BP neural network is proposed for the above difficulties. 

The Edge boxes are used for candidate regions and Log-

Gabor features are extracted in candidate target regions. In 

order to avoid the complexity of the matrix operation with 

the high-dimensional Log-Gabor features, preprocessing 

for feature reduction by down sampling is adopted, which 

makes the NMF fast and the feature discriminative. The 

classifier is trained by neural network with the feature of 

dimension reduction [24]. Starting with LeNet-5 [25], 

convolutional neural networks (CNN) typically have a 

standard structure stacked convolutional layers followed by 
one or more fully-connected layers. Variants of this basic 

design are prevalent in image classification literature and 

have achieved the best results so far in MNIST and CIFAR, 

most notably the ImageNet classification challenge [15,16]. 

For larger datasets such as Imagenet, the last trend was to 

increase the number of layers and layer size [17], while 

using dropout [18] to address the problem of overfitting. 

Recently, a large number of state-of-the-art object detectors 

rely on the structure of DCNN to overcome the traditional 

CNN weakness such as the class imbalance and overfitting. 

The main contributions of this work are as follows: A very 
effective way to classify visual images was provided on a 

DCNN basis. Adapts to well-known DCNN concepts for 

robust RORNet construction. The proposed RORNet 

structure consists of three convolutional layers, four Relu 

activation layers, three max-pooling layers, and two fully 

connected layers to extract the filter input image features. 

In order to make the training phase more rapid, we used 

unsaturated neurons with a highly effective graphics 

processing unit (GPU) for the convolution process. The 

over-fitting problem in the fully connected layers is reduced 

by "dropout" with a 55% dropping probability. 
Experimental modeling simulation showed that the 

proposed model has high classification accuracy. The 

proposed RORNet framework is highly capable of 

identifying test images. 

The paper is organized as follows: In the section 3, the 

proposed deep model named RORNet is presented. In the 

section 4, we discussed the materials and methods utilized. 

In section the experimental settings are presented, while the 

results are presented in the 6 section. 

3.The Proposed Deep Model 

Here, we propose an effective framework of deep learning 

to recognize visual images. The structure of the proposed 

topology contains Convolution, ReLU, Cross Channel 

Normalization, Pooling, Dropout of different blend 

connections.RORNet consists of 19 layers of convolutional, 

some of which are followed by max-poolingl layers, and the 

layers are fully-connected with the softmax finally two 

megabits. In order to speed up the training phase, we used 
unsaturated neurons and performed a highly effective GPU 

for the convolution process. To get rid of the over-fitting in 

the fully connected layers, we adapted the newly developed 

method of regularization called "dropout" which proved 

very effective. We use the Stratified Sampling Division 

(SSDiv [22]) To divide the data into separate subgroups of 

the design / test. Detailed steps for the proposed framework 

are announced in the algorithm 1: 
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4.Materials and Methods 

4.1 CIFAR100 

The CIFAR-100 dataset consists of 100 classes with 600 

images each. There are 500 training images and 100 test 

images per class. 100 classes were grouped into the CIFAR-

100 in 20 super classes. Each image comes with a "fine" 

label (the category to which it belongs) and a "coarse" label 

(the superclass to which it belongs). When the class name 

is plural, the labels are directed not to reject images that 

show multiple instances of the object. The CIFAR-100 class 

structure is shown in [25]. Each image contains 3 RGB 

color channels and 32x32 pixel dimensions for the total size 
of each input 3 x 32 x 32 = 3072. 

4.2 Object Classification 

The object classification task requires binary labels to 

indicate whether the objects are in an image. Early data sets 

of this type contain images that contain a single object with 

blank backgrounds, such as COIL household objects 

[19].Caltech 101 [20] and Caltech 256 [21] marked the 

transition to more realistic object images retrieved from the 

Internet, with the number of object categories also 

increasing to 101 and  256 respectively. In this paper, the 

CIFAR-100 dataset is presented. Once the training set is 

obtained, a classification algorithm is applied to extract the 

knowledge base, which is necessary to make a decision in 
an unknown state. Based on knowledge, smart decision is 

taken as output and return to knowledge base at the same 

time, generalizing the way inspectors perform tasks. The 

hard part of computationally classification is to urge the 

classifier to determine the ideal values for any parameters. 

Classifiers can provide a simple answer to yes or no, and 

can also estimate the probability that an object belongs to 

each class of candidate. 

 

 

Fig. 1  Visualize the DNN activations of First Convolutional Layer at a 

specific selected channel, input image came from CIFAR100 database 

5. Experiment settings 

5.1 Features Classification 

As an alternation for softmax rating class computed at layer 

17, we extracted the train/test  features of 2-megabits at the 

fully connected layer FC2. Extraction features are used to 

train a variety of basic classifiers such as K-Nearest 

Neighbor (K-NN),Support Vector Machine (SVM), 
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Decision Tree (DT) and Naive Bayesian (NB). We used the 

default Matlab implementation [22] for these classifiers. 

5.2 Experimental Evaluation Metrics 

To evaluate the proposed RORNet on the CIFAR100  

dataset, the overall classification model is evaluated using 

common measures such as Sensitivity, Specificity, 

Accuracy, Precision, Recall, G-mean and F-Measure . 

Table 1 shows the set of evaluation metrics for the general 
performance of the proposed model. Accuracy of the 

recorded training phase coupled with satisfactory validation 

accuracy. A deep-dream visualization of images of the best 

channels learned by the RORNet of Blenheim dog breeds is 

presented at different hierarchical levels are shown in 

Figures 3,7. 

 

 

Fig. 2  Visualize All DNN activations of First Convolutional Layer, input 

image came from CIFAR100 database 

 

Fig. 3  Visualize the DNN activations of First Convolutional Layer at the 

strongest activation channel, input image came from CIFAR100 database 

 

Fig. 4  Visualize All DNN activations of First Convolutional Layer, input 

image came from CIFAR100 database 

 

Fig. 5  Visualize All DNN activations of First Convolutional Layer, input 

image came from CIFAR100 database 

 

Fig. 6  Visualize All DNN activations of First Convolutional Layer, input 

image came from CIFAR100 database 

 

Fig. 7  Visualize All DNN activations of First Convolutional Layer, input 

image came from CIFAR100 
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6. Results and Discussion 

In this work we proposed an efficient Robust Object 

Recognition Network of category convolutional network. 

The proposed approach adapted Convolution, Cross-

Channel, Max Pooling,Fully Connected, and Softmax as 

components of CNN procedures to classify the ImageNet 

dog breeds images. The trained RORNet performance is 

evaluated via a subset of evaluation metrics (see section 5.2). 

Apply deep network activation to extract application 

features on input layer images. Using 2Mbps extracted 

activation features, we are training a set of features 

classifiers (see section 5.1), using the training set then the 

classifiers were evaluated using the test set. Results reported 

in Table 1 shows evidence of the durability and reliability 
of the proposed model as a model with DNN layers. Our 

future expanded work on RORNet is to provide a full 

demonstration of the use of the proposed model in the full 

ImageNet database. 

Table 1: Set of evaluation metrics for overall performance of the RORNet model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8  Confusion Matrix of RORNet Network: 

7. Conclusion 

We have used RORNet network for the object detection we 

have tested our network for detection of stop sign from 

images ,Network got the accuracy around 98 % .Further 
images are tested  ,results are as score value 1 ,score value 

values from 0 to 1 represents the confidence level of 

detection of particular object. We got approximate score 

value of test images near to 0.9 ,it means network is 

performing good. 
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