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Summary 
Stroke is considered one of the most universal diseases. To 
understand this disease in medical sciences, large and complex 
datasets are collected and analyzed. The analysis of this data has 
been recognized as a big challenge in modern life. Therefore, there 
is a need to find effective techniques to deal with such huge 

datasets. To predict the stroke, researchers study the impact of 
various risk factors on the onset of stroke in an individual. Then, 
they use the analyzed data to predict the probability of stroke 
occurrence using machine learning algorithms and techniques like 
neural networks, decision tree, random forest, linear regression, 
etc. In this research, recent studies that proposed stroke prediction 
frameworks using data mining approaches have been reviewed, 
and a new hybrid framework is proposed to predict stroke disease 

using two main steps, clustering and classification. Enhanced 
Hierarchal Clustering is applied on the dataset, then five classifiers 
are evaluated and compared. The used algorithms are Logistic 
Regression, Random Forest, Support Vector Machine, Neural 
Network and XGBoost. All of them show good results according 
to accuracy and AUC. The best result which is (97%) has been 
achieved by Random Forest classifier. 
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1. Introduction 

Stroke is an unexpected onset of central neurological 

deficits that lasts around 24 hours and is caused by an artery 

blocking. Stroke’s signs appear suddenly but they often 

occur gradually. Strokes can cause disabilities and lead to a 

mental, physical and financial difficulties for patients, their 

families, and the community. However, the early prediction 

can prevent or help in the treatment intervention of a stroke 
[1]. The first step in any prediction process is to collect data 

about patients to identify the common risk factors between 

them [2]. Medical practitioners conduct many surveys to 

collect information of patients, which are describing 

patients with common risk factors. Then, data mining and 

machine learning approaches are used to predict the 

probability of stroke occurrence based on the risk factors, 

by studying the inter-dependency of different risk factors of 

stroke [3]. Data mining is the procedure of extracting key 

information from a large set of databases. The main goals 

of data mining are description and prediction of diseases. It 

is achieved through the processing of a set of attributes 

(variables) in the dataset and determining the upcoming 

states of the rest of variables [4]. Data mining use various 

machine learning techniques, which are playing vital roles 

in predicting stroke. For example, neural networks [5], 

clustering [6], support vector machine [7], random forest 

classifier [8] and logistic regression [9]. 
Prediction can prevent or help in the treatment intervention 

of a stroke. Data mining and machine learning are playing 

vital roles in predicting stroke. To predict the occurrence of 

stroke, a huge collected data like large amounts of medical 

records for patients is needed. This data is hard to be 

managed using traditional analysis methods, since this data 

can be in unstructured, structured or semi-structured 

formats. Most of the previous studies of stroke disease 

prediction have used only one of the machine learning 

algorithms to predict stroke, which is insufficient for huge 

data analysis [10]. Therefore, there is a need for a new 

efficient hybrid framework to process big data and predict 
the probability of stroke occurrence.  

The main objective of this research is to propose a new 

framework to predict the occurrence of a stroke using the 

identified risk factors. The sub-objectives are as follows: 

- To adopt and enhance a clustering algorithm to 

gather similar data into clusters.  

- To apply classification on the clustered data, using 

machine learning algorithms  

- To evaluate five machine learning algorithms 

based on Accuracy and Area Under the Curve 

(AUC). 

2. Literature Review 

To predict the stroke, researchers study the impact of 

various risk factors on the onset of stroke in an individual. 

Then, they use the analyzed data to predict the probability 

of stroke occurrence using machine learning algorithms like 

neural networks, decision tree, random forest, linear 

regression, etc. 
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2.1 Identifying the Risk Factors 

Meschina et al. [3] studied the main factors that can cause 

stroke which are blood pressure, lipids, revascularization, 

anticoagulants, cigarette smoking cessation, and diet, and 

show that they can be broadly applicable to the general 

public. They showed that optimization of stroke prevention 

for an individual needs systems of care that consider all 

these risk factors. Harmsen et al. [10] showed that diabetes 

and high blood pressure are still the key risk factors for 

stroke prediction for a long term. A family history of 

cardiovascular disease does not show a significant 
relationship with stroke occurrence. Stress, transient 

ischemic attacks, smoking, atrial fibrillation, and a history 

of chest pain were related to stroke only for the first 1 or 2 

periods. Antihypertensive medication and high body mass 

index are emerged as risk factors in the second and third 

decade. Schneider et al. [11] presented two types of risk 

factors, demographic like age, race, gender, and health 

records as hypertension, smoking, stress, cholesterol, high 

blood pressure, obesity, diabetes, lack of exercise, poor 

eating, alcohol test, and family history of stroke as the risk 

factors which can be used to predict the probability of stroke 

occurrence [12]. 

2.2 Analysis of Risk Factors 

Nwosu et al. [2] performed a systematic analysis of patients’ 

electronic health records to investigate the impact of 

different factors on stroke. The risk factors are presented in 

health records as patients’ attributes. Principal component 

analysis (PCA) is used to study the sub-space of 10 

attributes classified into two principal components. The 

(horizontal axis) of Fig. 1 represents the first component 

which is the patient’s smoking status versus the remaining 

attributes. The vertical axis, which is the second component 

represents the patient’s gender, glucose level, hypertension, 

heart disease status and body mass index with their marital 

status, age and work type. As shown in Fig 1, the marital 
status and patient’s age have the highest correlation to the 

two-principle component, this shows that the older married 

patients with hypertension or heart disease and high glucose 

level do not smoke. While less aged patients with high 

glucose and hypertension are not married. The patient’s 

residence has the lowest contribution. The result of analysis 

shows that the two principal components represent only 

31.4% of the total data, which proves that the attributes of 

patients are not highly correlated, and the factors for a 

predicting framework cannot be reduced without loss 
of information. 
 

Therefore, all patients’ attributes should be used as input 

variables for prediction. 

 

Fig. 1  Representation of the Patient Attributes Projected on Two Principal 
Components [2] 

2.3 Stroke Prediction Using Machine Learning 

Machine learning algorithms have been proposed for 

predicting stroke occurrence based on the risk factors [13] 
[14] [15] [16] [10] [2]. There are several works in literature 

that aim to predict the probability of stroke occurrence by 

employing machine learning techniques on health records. 

Shanthi et al. [13] applied Artificial Neural Networks 

(ANN) to predict the Thromboembolic stroke disease. The 

researcher used backpropagation to train the ANN 

architecture and the same was tested for different sorts of 

stroke disease. After optimizing the input parameters, the 

ANN was trained and tested, the overall predictive accuracy 

was 89%.  

Hanifa and Raja [14] use polynomial and radial basis 
functions applied in a non-linear support vector 

classification to improve the accuracy of predicting stroke 

risk. The results are calculated using confusion matrix. The 

achieved classification accuracies using the kernel functions 

of Radial Basis Function (RBF) is 98% and Polynomial 

(Poly) is 92%. Polynomial kernels are suitable for problems 

of normalized training data. Cheng et al. [17] have used two 

ANN models for predicting ischemic stroke on the dataset 

from Sugam Multispecialty Hospital, Kumbakonam, Tamil 

Nadu, India. And the researchers achieved the accuracy 

rates between 79.2% and 95.1%.  

 
Sung et al. [18] analyzed patients’ data with acute ischemic 

stroke (AIS) from hospital-based stroke records associated 

with a nationwide claims database. Researchers estimated 

the stroke severity index (SSI) based on patients’ data. Real 
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stroke severity was measured with the National Institutes of 

Health Stroke Scale (NIHSS) and the modified Rankin 

Scale (mRS) tested the functional outcomes, which were 

retrieved from stroke records. The validity of the predictive 

model was calculated by correlating mRS with SSI. They 

use Logistic regression models to predict mortality. The 
limitations of this study, that the study patients were from 

only 2 hospitals, one is a regional hospital and the other is a 

medical center, which might not be sufficient to represent 

the overall population. In Taiwan, approximately 70 % of 

stroke patients are registered in regional hospitals and 

medical centers, with the rest recorded in district hospitals 

[19]. Jeena et al. [16] proved that there is a correlation 

between the probability of stroke occurrence and the total 

count of risk factors. They proposed a regression technique 

to examine the relationship between a risk factor and its 

impact. They collected data from International Stroke Trial 

database and tested it using Support Vector Machine (SVM). 
They have implemented SVM with different kernel 

functions and obtained accuracy of 90% using the linear 

kernel. Table 1 summarizes the studies predicting stroke 

using various machine learning techniques, their 

contributions and the achieved accuracy rates. 

Table 1: Studies that applied machine learning techniques to predict 

stroke 

Authors  # of 

Dataset  

Contribution  Accuracy  

[13]  50 Artificial Neural 

Networks (ANN)  

89%  

[14]  100 Poly and RBF of 
SVM 

92-98% 

[20] 5  Cox proportional 

hazards model, 

SVM 

85% from 

SVM 

[17] 82 Two Models of 

ANN 

79.2% - 

95.1%.  

[18] 3,577 KNN, multiple LR  75%, 73% 

respectively  

[15] 68 naive Bayes, ANN 

and DT  

72, 74,75% 

respectively  

[16]  19,435 SVM with 

different kernel 

functions 

90% from 

linear kernel  

[21] 192  PLR, SGB, SVM  98% from 

SVM  

[22] 400  KNN, DT 95, 98% 

respectively  

[2] 1096  DT, RF, ANN 74-75%  

[10] 43  SVM, RL, DT, RF 76, 76, 79, 

90% 
respectively 

2.4 Comparison between Machine Learning 

Techniques 

Khosla et al. [20] have compared between the Cox 

proportional hazards model and the machine learning 

method (SVM) for stroke prediction on the Cardiovascular 

Health dataset. The result concluded that support vector 

machine (SVM) achieved a higher performance according 

to Receiver operating characteristics (ROC) curve than the 

Cox proportional hazards model. Kansadub et al. [15] have 
used naive Bayes, decision trees (DTs) and ANN to predict 

stroke on the healthcare dataset stroke data. They worked 

on huge dataset collected from the Faculty of Physical 

Therapy, Mahidol University, Thailand from 2012-2015. 

The collected data includes more than 68,000 patients. The 

researchers reported that DT was the best classifier among 

the other applied methods. Adam et al. [22] have also 

compared two algorithms decision tree and k-nearest 

neighbor (KNN) for the stroke classification on the dataset 

of 400 patients from Sugam Multispecialty Hospital, 

Kumbakonam, Tamil Nadu, India, and the researchers 

showed that the classification of decision tree has better 
performance than KNN algorithm. Arslan et al. [21] applied 

three machine learning techniques on a collected data set 

(80 patients and 112 healthy individuals) from TurgutOzal 

Medical Centre, Inonu University, Malaya, Turkey. They 

compared between penalized logistic regressions (PLR), 

Stochastic Gradient Boosting (SGB) and SVM in predicting 

stroke. The findings of the research proved that SVM 

achieved the highest accuracy of 98%. Author in [10] 

proposed an architecture to predict the stroke using Apache 

Spark platform which is a big data platform. This platform 

includes an MLlib library. MLlib is an API combined with 
Spark to run machine learning techniques. Four machine 

learning classification algorithms were used to build the 

stroke prediction model; Support Vector Machine (SVM), 

Logistic Regression (LR), Decision Tree (DT) and Random 

Forest Classifier (RF). The cross-validation and 

hyperparameter tuning were integrated with machine 

learning algorithms to improve results. Precision, Accuracy, 

F1-measure and Recall were used as evaluation metrics of 

the proposed system. The proposed framework was applied 

in [34] with more than 43,000 patients. Fig 2 shows the 

framework of the proposed stroke prediction system [10]. 
This system includes five stages as follows: 1) loading 

stroke dataset 2) data pre-processing, 3) Cross-validation 

and Hyperparameter Tuning, 4) Classifiers, and 5) 

Evaluating Classifiers. 
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Fig. 2  The architecture of the stroke prediction system [10] 

Fig 3 shows the accuracy of applying SVM, DT, LR, and 

RF. The highest accuracy of 90% recorded using random 
forest. The second-highest accuracy at 79% was recorded 

using decision tree. The logistic regression techniques and 

support vector machine recorded the same accuracy at 77%. 

Nwosu et al. [2] compared the performance of three state-

of-art machine learning algorithms, random forests, neural 

networks and decision tree for stroke prediction. They 

formed a balanced dataset of 1096 patients and used 70% of 

the dataset for training the algorithms and 30% of the 

dataset for testing. The classification accuracy is used as the 

metric to evaluate the performance of the machine learning 

approaches. To remove sampling bias, they perform 1000 

random down sampling experiments. Table II illustrates the 
average classification accuracy for the three models. 

  

 

Fig. 3  Accuracy of Applying Machine Learning Algorithms [10] 

Table 2: Prediction Accuracy of Decision Tree, Random Forest and 

Neural Network 

Approach  Accuracy  

Decision Tree 74.31%  

Random Forest  74.53%  

Neural Network  75.02% 

 

As shown in Table 2, the performance of random forest and 

decision tree are similar. The best accuracy result of 75.02% 

is obtained from the feed-forward multi-layer perceptron 

model. Researchers also compare the density distribution of 

classification accuracy for each method over the 1000 

experiments. Figure 4 shows this distribution. It is observed 
that the three methods overlap with each other around their 

mean values, and consequently they have similar 

classification accuracy [2]. Table 3 shows a comparison 

between different machine learning techniques in predicting 

stroke. 

Table 3: Comparison Between Machine Learning Techniques in 

Predicting Stroke 

Author  ML Techniques  Best Result  

[20] Cox proportional hazards 
model and SVM  

SVM  

[15] naive Bayes, DTs and ANN DT  

[22]  DT and KNN DT  

[21] PLR, SGB and SVM  SVM  

[10] LR, RF, DT, SVM RF RF 

[2] RF, DT, NN  NN 

 

 
Fig. 4  Distribution of Classification Accuracy of the Three Algorithms 

Over 1000 Experiments [2] 

2.5 Discussion 

From Table 1, studies of [14] [17] [21] [22] achieved the 

highest accuracy rate (95-98%) among other researchers. 

However, those studies have a limitation that the dataset 

they used is small (80-100 patients). The highest accuracy 

rate for researchers used big dataset (more than 43,000 

patients) is achieved in [10] which is 90% using the 
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Random Forest Classifier. This shows that when the dataset 

increased, the accuracy rate of the results decreased.  

From Table 2, Decision Tree, Support Vector Machine, 

Random Forest and Neural Network achieved higher 

accuracy rates than other machine learning techniques in 

predicting stroke. This proved that these machine learning 
techniques (DT, SVM, RF and NN) can work better with 

different input variables, and noisy data than other 

techniques. 

3. Research Methodology 

The proposed research methodology includes four main 

steps, as shown in Fig 5. The first step is collecting the 

dataset. The second step is pre-processing includes 
preparing the data and normalization to enhance the 

clustering algorithm accuracy. The third step is an 

agglomerative hierarchal clustering. The last step is 

classification using machine learning algorithms. 

 

 
Fig. 5  The proposed Research Methodology 

 

3.1 Stroke Dataset 

The data used for this research is collected from an open 

source Healthcare Dataset Stroke Data. The test dataset 

consists of 43,400 data items and each item contains 12 

attributes. 

The data attributes are id, age, gender, hypertension, heart 

disease, residence, marital status, work type, glucose level, 

BMI (Body mass index), smoking status and stroke history. 

The data attributes are listed in Table 4. 

 

Table 4: Dataset Attributes And Description. 

No.  Variable   Definition  

1  id   Patient ID  

2  age  Age of patient  

3  gender  Gender of Patient  

4  hypertension  0-No hypertension, 1- suffering 
from hypertension  

5 Heart_disease 0-No heart disease, 1- suffering 
from heart disease 

6 ever married Yes/ No 

7 Work_type  Type of Occupation 

8 residence type Area type of residence 
(Urban/Rural) 

9 Avg_glucose_level Average Glucose level (measured 
after meal) 

10 bmi Body mass index 

11 Smoking_status  Patient’s smoking status 

12 stroke  0-no stroke, 1- suffered stroke 
 

- Hypertension (high blood pressure): presents as 

0/1 values. 1 stands for hypertension, while the 0 

stands for no hypertension.  

- Heart Disease (Cardiovascular disease): Data 

consists of 0/1 values. The 1 value presents the 

suffering from heart disease, the 0 value stands for 

the person who do not suffer from heart disease.  

- Work Type: categorical data including Self-

employed, Private, Children, Government job and 

Never worked. These five categories are 
represented by 0, 1, 2, 3 and 4 respectively.  

- Average Glucose Level: A numerical data 

measured in unit of mg/dL. The normal average 

glucose level is below 125 mg/dL [23]. When 

average glucose level is lower than 70 mg/dL, the 

person has Low blood sugar [24], when average 

glucose level is higher than 200 mg/dL, the person 

has High blood sugar [25].  

- BMI (body mass index): A numerical data 

calculated from the height and mass of the person. 

The normal range of BMI is from 18.5 to 25. The 

World Health Organization (WHO) regards a BMI 
greater than 25 as overweight and above 30 as 

obese, and less than 18.5 as underweight,  

- Smoking Status: A categorical data of never 

smoked, formerly smoked, smokes and never 

smoked. These categories are encoded by as 2, 1,0 

respectively. 

- Stroke: A data of 0/1 (False/True) values. The 1 

value represents the person who has suffered from 

stroke. 0 represents the person who has never 

suffered from stroke. 

 

3.2 Normalization 

To enhance the adopted clustering algorithm, a 
normalization technique is used to enhance the Euclidean 

distance between clusters. Normalization will enhance the 

efficiency and accuracy of clusters by determining more 

accurate center points of clusters [26].  

3.3 Agglomerative Hierarchal Clustering 

The Clustering technique is used widely in the data mining. 

The objective of clustering is to summarize a very large 

dataset X with a smaller representative set of points C= ci— 

i=1, 2, 3 ....... k called as centroids. Several clustering 

algorithms like k-means, EM algorithm, hierarchical, Self-

organizing Maps, etc. are used to make a of representatives. 
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In this research, Hierarchal clustering is used. Hierarchical 

Clustering [35] is used as a data mining method by 

clustering data into a hierarchy of disjointed groups. 

Hierarchal clustering includes adding nodes directly in 

parallel coordinates for hierarchical data selection. A node 

structured as an intuitive edge of interaction, since it 
represents both the coordinates and the data. In the proposed 

algorithm, each node consists of a collected homogeneous 

data clustered by hierarchical clustering. Hierarchical 

Clustering put each data item into a cluster and add clusters 

based on the shortest distance to form a new cluster [36] 

Agglomerative Hierarchical clustering Technique is used in 

this research. In this method, firstly each data point is 

considered as an individual cluster. At each phase, the 

similar clusters merge with each other until one cluster or K 

clusters are built. The algorithm of Agglomerative is as 

follows:  

1- Calculate the proximity matrix  
2- Let each data point be a cluster  

3- Merge the two nearest clusters and update the proximity 

matrix, then repeat this step.  

4- When only a single cluster or k (two or three) clusters 

remains stope the process. The Agglomerative Hierarchical 

clustering approach can be represented by a Dendrogram. A 

Dendrogram is a tree-like diagram that shows the 

arrangements of splits and merges. 

3.4 Classification 

Four machine learning algorithms are used and compared in 

the classification stage, they are Logisttic Regression (LR), 

Support Vector Machine (SVM), Neural Network (NN), 

Random Forest (RF), and XGBoost.  
- Logistic Regression  

As a classification technique, the logistic 

regression is used. It is a predictive analysis, 

which defines information and identifies the 

relationship between one dependent binary 

variable and at least one nominal, ordinal, 

proportion or interval level independent variable 

[26].  

- Support Vector Machine 

Support Vector Machines (SVM) is a proposed 

approach of Machine Learning which can be used 
for Support Vector Regression (SVR) and 

Support Vector Classification (SVC). It is 

appropriate for both linear and nonlinear data. 

SVMs do predictions by automated learning from 

standing knowledge [14]. 

- Neural Network 

Neural network is a general approach of data 

mining. When the network output is continuous, 

it is doing prediction and when the output has 

discrete values, it is performing classification [13]. 

- Random Forest  

The random forest algorithm is a general-purpose 

classification and regression algorithm was first 

proposed by [37]. It aggregates and averages the 

prediction of several decision trees. It shows high 

performance when the number of variables is 
much larger than observations [27]. 

- XGBoost  

XGBoost, a scalable machine learning algorithm 

for end-to-end tree boosting. It is an open source 

package. The system has been effective in several 

machine learning and data mining challenges and 

achieve many state-of-art results [28]. 

3.5 Implementation Detail 

Python programming language is used to simulate the 

proposed algorithms. Four libraries of Python are used; 

SMOTE, Pandas, sklearn and XGboost. 

- Firstly, the dataset is loaded from 

[www.kaggle.com/asaumya/healthcare-
datasetstrokedata].  

- Then, a pre-processing includes convert the string 

data into numbers (encoding), then a 

normalization is applied, as a scaling technique. 

Where a new range can be discovered from a 

current one. Min-Max Normalization method is 

applied, it changes A to B which is found in the 

range [C, D]. It is given by the equation: B = ((A 

− minimum value of A)/maximum value of A− 

minimum value of A)∗(D−C) + C, A=Original 

data point B=Normalized data point [C, D] = 
determined range.  

- Clustering: Agglomerative Hierarchal clustering is 

applied. - Splitting: The dataset is divided into 

80% for training and 20% for testing. Training is 

the process of setting the best weights on the inputs 

of each of the units, to use the training set to 

produce network output close to the desired output.  

- Balancing: Synthetic is Minority Over sample 

technique (SMOT) is used for balancing.  

- Classification: after splitting and balancing, five 

machine learning algorithms have been applied on 
the resulted data. 

3.6 Performance Metrics 

For evaluating the performance of algorithms, two main 

methods are used. 

1- The confusion matrix has been used to calculate 

accuracy and f-measure.  

2- The Area Under the Curve (AUC). 
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3.7 Confusion Matrix 

Represents the performance of a classifier on a set of test 

data. Each classifier is given two types of correct 

predictions and two types of incorrect predictions [29]. TP 

is the true positive of the predicted output; TN is the true 

negative of the predicted output, FP is the false positive of 

the predicted output, and FN is the false negative of the 

predicted output. The accuracy, precision, recall, and f-

measure (f-score) are defined as the following [10]:  

Accuracy: describes the classifier performance as follows: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
        (1) 

Precision: is the correctly predicted positive on the total 
number of the total classified positive. 

       𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
           (2) 

Recall: The true positive output divided by the summation 

of true positive and false negative. 

                         𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (3) 

F1-score shows the relationship between the Recall and 

Precision. F1-score is always closest to the smaller value of 

Recall or Precision [30]. The equation is: 

           𝑅𝐹1− 𝑠𝑐𝑜𝑟𝑒 =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
               (4) 

3.8 Area Under the Curve 

To measure the performance of the classifiers, the AUC [31] 

is used because relying only on accuracy and f1 score is not 

a very accurate measure of performance when there is a 

huge data. Also, the AUC is more informative [32], 

especially in medical contexts.  
The Receiver Operating Characteristic (ROC) curve is 

presented for each classifier [33]. The mean AUC of each 

curve is calculated for each classifier. 

4. Results 

The Accuracy, F1-score and AUC is measured for each 

classifier. 

4.1 Results of using Neural Network 

As shown in Figure 6, Neural network recorded 80.9% 
accuracy, 88.199% for F1-score and 0.845 as a mean AUC. 

The results are summarized in Table 5. 

 
Fig. 6  (A) Confusion Matrix (B) ROC curve for NN 

Table 5: Neural Network Results. 

Accuracy  80.913%  

F1 Score  88.199%  

AUC  0.845 

4.2 Logistic Regression 

As shown in Figure 7, Logistic Regression recorded 74.6% 

accuracy, 84.18% for F1-score and 0.849 as a mean AUC. 

The results are summarized in Table 6. 
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Fig. 7. (A) Confusion Matrix and (B) ROC curve for Logistic Regression 

Table 6. Logistic Regression Results 

Accuracy  74.619%  

F1 Score  84.184%  

AUC 0.849 

4.3 Results of XGBoost 

As shown in Figure 8, XGBoost recorded 75.29% accuracy, 

84.6% for F1-score and 0.840 as a mean AUC. The results 

are summarized in Table 7. 

 
Fig. 8. (A) Confusion Matrix and (B) ROC curve for XGBoost 

Table 7. Xgboost Results 

Accuracy  72.298% 

F1 Score  84.635% 

AUC 0.840 

4.4 Results of Support Vector Machine 

As shown in Figure 9, SVM recorded 80.2% accuracy, 

87.77% for F1-score and 0.800 as a mean AUC. The results 

are summarized in Table 8. 
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Fig. 9. (A) Confusion Matrix and (B) ROC curve for SVM

 

Table 8. SVM Results 

Accuracy  80.222% 

F1 Score  87.772% 

AUC 0.800 

 

4.5 Results of using Random Forest 

As shown in Figure 10, RF recorded 97.616 % accuracy, 

97.616 % for F1-score and 0.806 as a mean AUC. The 

results are summarized in Table 9. 

 
Fig. 10. (A) Confusion Matrix and (B) ROC curve for the Random Forest classifier. 

 

Table 9. SVM Results 

Accuracy  97.616 % 

F1 Score  97.616 % 

AUC 0.806 

5. Conclusion 

Stroke disease is one of the major problems in now a day 

which can lead to death. Prediction of stroke diseases is 

probable by the consideration of attributes, by the 

employing data mining techniques. Data mining includes 

using machine learning algorithms such as neural networks, 

naive Bayes, clustering mechanisms, etc. To predict stroke 

disease in a big data environment, several steps of 

implementation should be done. The prediction analysis is 

the technique in where user predicts the future based on 

current conditions. The proposed prediction analysis 

involves two main steps. The first step is clustering, which 
clusters the similar and dissimilar type of data. The second 

step is classification which classifies the clustered data for 

the prediction analysis. In this research, hierarchal 

clustering is used for the clustering. Five classifiers are 

evaluated for classifying and predicting the complex data. 

The Agglomerative hierarchal clustering consists of two 

key steps. In the first step, each data point represents one 

cluster. In the second step, the closest clusters are merged 

with each other until one of k clusters remains. The 
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accuracy of classification may reduce when many points are 

wrongly clustered or unclustered. Normalization has been 

applied in this work to improve the accuracy of clustering 

by enhancing the Euclidean distance to obtain the maximum 

accuracy, normalization works better with large dataset. 

The proposed improvement leads to increase the accuracy 
of classification. The proposed algorithms are being 

implemented in Python and the accuracy, f-score and AUC 

is measured for each classifier. All classifiers achieved good 

results, while Random Forest has the best overall results 

among other classifiers. 
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