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Abstract 
Community detection using graph theory allows us to detect a 
community within an organized criminal syndicate that has network 
orientated structures. Classical community detection methods will 
have problems to detect communities with different network 
orientated structures even though they have similar nodes. Studying 
the inter-connections between the nodes by employing isomorphic 
subgraph analytics allows the researchers and law enforcement 
agencies to understand and to determine the key participants and 
the criminals’ modus operandi of illicit operations. One of the 
domains which we have selected to work on is criminal network 
analysis as there is a lack of new perspective in the Criminal 
Network Analysis (CNA), which is urgently required as the modus 
operandi behind crimes are considerably complex now. We studied 
community detection in criminal networks using graph theory and 
formally introduced an algorithm that opened a new perspective of 
community detection compared to the traditional methods used to 
model the relations between objects using the isomorphic graph-
based analytics. Community structure is an important property of 
complex networks, which is generally described as densely 
connected nodes and similar patterns of links. Our method differed 
from the traditional methods because our method allowed the law 
enforcement agencies to compare the detected communities, and 
this would allow a different point of view of the criminal network. 
This research allowed and assisted enforcement agencies and 
researchers to detect the same community from different patterns 
and structures by employing isomorphism. This would allow the 
detection of the communities that may not have been found using 
the traditional methods.  
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1. Introduction  

As mentioned earlier, the origin of graph theory is a 
historically critical problem in mathematics known as The 
Seven Bridges of Königsberg.[1] It has laid the foundation 
for graph theory. Since then, there has been a significant 
improvement in the graph theoretical concepts which have 
become widely used to study and model various applications, 
in different areas. One of the domains and one of the 
applications of  the graph theory is Criminal Network 
Analysis (CNA), which is a subset of cybersecurity. There 
were a few research gaps in this particular domain in relation 
to isomorphism and isomorphic graph matching. [2]. 
Isomorphic graph matching has been a useful, enjoyable, and 

an excellent challenge for the research community as it has 
been used and collaborated in theoretical findings, and being 
a facilitating  factor in the process of successful analysis of 
graphs with the combination of other analytical tools and 
methods. Table 1 presents the name of its components in 
different fields of study:  

Table 1: Graph variable quantities in different fields stUdy. Adopted from 
[3] 

2. Isomorphic Graphs 

Graphs can be found in different forms but the graph that is 
related to the current research is the ‘isomorphic’ graphs. 
Two graphs, S1 and S2 are considered as isomorphic, when 
they meet the requirement where (a) the number of 
components contained in each graph is equivalent and if (b) 
the edge connectivity is preserved [4]. Furthermore, the 
isomorphic eligibility of two or more subgraphs can possibly 
be confirmed by using the criteria mentioned above. The 
finding of an isomorphic graphs is normally done by 
allowing certain algorithms to analyze the graph structure by 
keeping in mind the conditions mentioned above. 
Fundamentally, an isomorphic algorithm is a graph-
matching method. The significance of pinpointing the 
isomorphic graphs is associated with deciding and 
connecting akin graphs or subgraphs among social networks, 
criminal networks or even within the network itself. 

3. Community Detection 

A complex system possesses constituents that are 
interrelated between themselves which is able represented as 
nodes (the composing elements of the system) and links (the 
known interconnection between nodes [5][6]. The structure 
of these systems holds topological information that contains 
viable information which are processed into solutions to 
solve the inherent problems of the complex system being 
represented as a graphical network. 
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In a network, communities are also referred to as clusters, 
though with no quantitative definition. They are described as 
nodes with denser intra-group connections than inter-group 
connections [7]. These communities, also known as sub-
graphs in graph analysis, are inherent and usually hidden, 
and hence the need for methods, algorithms or schemes to 
adequately detect them. Even more so, the definitions of the 
communities vary from discipline to discipline, ranging from 
extracting the most available number of subgraphs by having 
high enough density within a graph, to creating partitions in 
a given network in order to minimize interconnections 
between parts [8]. This characteristic of real networks is 
called community structure or community clustering [9][10].  
 

 

Fig. 1  A simple graph with three communities, enclosed by the circles 

The goal of community detection is to partition the nodes of 
a given network with respect to the relationships between 
them, In other words, it is to create a group of nodes within 
a given network that represent strongly linked sub-network 
from the entire network. For the purpose of getting 
meaningful, usable, valuable and actionable information 
from the complex networks, the community structure of the 
given network possess important information which is being 
mined through community detection mechanisms. This is 
currently a dominant research areas since many real-world 
problems can be depicted, formulated, and solved through 
graph and its analyses [11]. By means of community 
detection, the internal network organization of a given 
network is being uncovered and it also provide better 
understanding of the characteristics inherent to the dynamic 
processes that are peculiar to the network. 

4. Community Detection using Isomorphic 
Graphs in Criminal Network  

Much research is being undertaken in community detection, 
visualization, dynamics in social networks, social/criminal 
network analysis. However, some of the areas are 
overlooked by the researchers, such as community detection 
using isomorphism of graph involving criminal network. 
Moreover, Criminal Network Analysis (CNA) as a whole is 

less addressed compared to Social Network Analysis (SNA). 
New perspective of Criminal Network Analysis (CNA) is 
highly required as the modus operandi behind crimes are 
much more complex now. By incorporating Community 
Detection, Isomorphic Graph Analytics with the use of 
Criminal Networks Analysis, which is still at an infant stage, 
it would enable us and others to easily analyse different 
structures of the graph and it would also enable us to extract 
isomorphic graph and analyze them further. This research 
will expedite the community detection and analyzing process 
by reducing the complexity in analyzing the data in bulk with 
the help of data visualization. Notwithstanding, most of the 
analysis and approaches applied to the criminal data 
considered the criminal networks to be a static graph and 
overlooked the fact that in reality these networks continue to 
evolve. Our algorithm can be used even with time evolving 
datasets to compare more than one community at a time. 
Unraveling the problem and experimenting with the matrices 
applied over big criminal network graphs would give us the 
chance to offer the networks a different structure. This would 
lead to the examination of different patterns, relationship 
within an organization or network, and also predicting future 
interactions and preferential attachments between groups of 
individuals within a criminal network. Previous studies 
showed no much attention to study the structural complexity 
of criminal and comparing them in a timely manner for 
further understanding. Experimenting with the model and 
metrics with similar nature will greatly contribute to the 
domain of cybersecurity. 

A. Isomorphic Graph Algorithm  

Our previous research undertaking [12] contributed an 
extensive survey of isomorphic graph algorithms usable for 
graph analytics. Basically, isomorphic (sub)graph 
algorithms were used for matching two graphs by 
ascertaining the mapping associated with the nodes of the 
involved graphs. The existence of different types of mapping 
is the result of how different types of constraints can be 
applied on the mapping, further leading to graph-subgraph 
isomorphism, monomorphism, automorphism, or strict 
isomorphism. Over the years, various algorithms to 
determine the isomorphism between graphs have been 
designed and implemented as well as comparatively 
evaluated. Some of these algorithms included the Ullman 
Algorithm [13], VF [14] and VF 2 [15] algorithm, Schmidt 
and Druffel method [16], Corneil and Gotlieb [17] method 
and Merging Lexicographic Chain (MLC) [18] algorithm. 
These algorithms have several varying underlying 
mathematical theories and concepts for determining 
isomorphism between the graphs. Moreover, as we 
uncovered in our previously published study, each of the 
highlighted isomorphic graph algorithms possesses its 
strengths and weaknesses. 
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Fig. 2  An example of a query graph 

 

Fig. 3  An example of matched nodes of the query graph 

Figure 2 and Figure 3: An example of a query graph (above) 
and its matches via simple, dual and isomorphism in a data 
graph (bottom). Simple matches are denoted by an ‘s’, dual 
matches by a ‘d’ and isomorphic matches by an ‘i’. 

B. Community Detection Algorithm  

Community detection is an important aspect of Social 
Network Analysis (SNA) as it decomposes a complex 
graphical network into smaller units for deeper analysis of 
relationships between the nodes. Though the communities 
are without quantitative definition, they are often referred to 
as a group of nodes with densely connected intra-group 
modes. The hidden nature of communities within a given 
network drives the continuous development of community 
detection algorithm, having optimal speed for community 
detection completion as well as efficiency in the area of 
computational cost reduction. In simple words, discovering 
and splitting up a group of complex nodes of a graphical 
network into groups of smaller densely connected intra-
group nodes is referred to as community detection. 
It is worth noting that how communities in a graphical 
network is detecting is an interesting area of research, and 
several quality researches had been conducted and published 
accordingly. The novelty of this research work lies within 
this scope. Community detection in a graphical network is 
carried out using several algorithms including, but not 
limited to, Random Walk, Clique Percolation Method 
(CPM), Link Graph and Link Partitioning, Simulated 
Annealing Fuzzy Detection, Local Expansion and 
Optimization, Statistical Inference based methods, Extremal 
Optimization, NMF and PCA based methods, Spin Models, 
Partitional Clustering, Graph Partitioning, Hierarchical 
Clustering, Spectral Clustering, Greedy Optimisation, 
Genetic Algorithms and Spectral Optimization as revealed, 
by [19]. The various community detection algorithms 

highlighted above are used to either detect overlapping 
communities or disjoint communities. The community 
detection algorithms used for the detection of disjoint 
communities are usually categorized into three (3) vis–a–vis 
traditional, dynamic, modularity-based algorithms. Each 
method is based on different mathematical theories and used 
in different practical applications and always outperform 
each other. Many of the aforementioned community 
detection algorithms have yet to be implemented, and 
evaluated on criminal network. Thus, this research work is a 
pivotal work on the topic of community detection involving 
a typical criminal graphical network. 
Popular community detection algorithms used for SNA 
included the Factorised Asymptotic Bayesian (FAB) 
inference with Belief Propagation, an algorithm whose 
strengths lies in having no parameters, effecting consistent 
results over sparse and dense graph even as its extended 
version is known to lack consistency based on the usage of 
the Belief Propagation [20]. Another popular algorithm used 
for detecting community via SNA is the modularity 
optimization and maximum likelihood equivalence 
algorithm. This algorithm is known to produce consistent 
result in detecting communities when compared against its 
maximum-likelihood method though it heavily relies on, and 
is only applicable when, the resolution parameter value is 
correct [21]. Yet another popular SNA community detection 
algorithm is the Minimum Description Length (MDL) 
principle and multilevel Monte Carlo algorithm. This 
algorithm is capable of producing simple, unbiased, efficient 
and fully nonparametric analysis of large-scale features of a 
large network and, thus, is able to detect a reasonable number 
of communities within a given large network [22]. Lastly, 
Matrix Blocking community detection algorithm is popular 
in SNA mainly because it does not require the specification 
of the clusters nor the clustering of all network nodes. Matrix 
Blocking is also a popular choice due to its lowered 
computational cost as well as its applicability on different 
graph types such as undirected, directed and/or bipartite 
graph. Also, the ability of Matrix Blocking method to output 
singletons as a community serves as the chief limitation of 
this method. 

5. Experimental Setup 

The researchers planned to use one of the state-of-art 
isomorphism algorithms to complete the comparison with 
their new proposed method. Although some influential 
isomorphism algorithms, such as VF2 [23], VF3 [24], LAD 
[25], RI [26] and Nauty algorithm [27], are optimal and can 
yield perfect results in graph isomorphism detection, their 
computational complexity is not polynomial-time. On the 
other, the Girvan-Newman community detection model 
drastically reduces the running time of the calculation even 
though the resulting estimate of the betweenness necessarily 
suffers from the statistical fluctuations inherent in random 



IJCSNS International Journal of Computer Science and Network Security, VOL.20 No.5, May 2020 97

sampling methods. Even though Girvan-Newman is 
computationally intensive, it is very suitable for small graphs, 
which happened to be the focus of our research due to the 
speed with which it can detect a community. As for the 
datasets used, we utilized a covert network dataset from 
UCINET, namely Cocaine Dealing Natarajan, which 
resulted from an investigation into to a large cocaine 
trafficking organization in New York City. Both 
experiments were conducted in the same environment. 
Examples of the metrics used to match the isomorphic graph 
were degree centrality, closeness centrality and common 
neighbours. 
 
ROC Score 

 

Fig. 4  ROC Score 

The number of correct and incorrect communities detected 
within the network were also measured using the confusion 
matrix rate, and a receiver operating characteristic (ROC) 
curve was plotted. The true positive (TP) rate or also known 
as sensitivity rate, is the proportion of the actual missing 
links that are predicted as such by the models. The FP rate 
(1—specificity) represents the proportion of the non-existing 
links that have been identified as such by the models. 
However, the experimental results also seemed to indicate 
that the Girvan-Newman Community Detection (GNCD) 
model has a higher level of accuracy compared to the 
Isomorphic Community Detection (IMCD) model. Still, the 
GNCD takes a longer time to train with the same number of 
iterations. Furthermore, the IMCD model was able to 
identify probable communities that were not detected by the 
GNCD model. 
 
AUC Score 

 

Fig. 5  AUC Score 

The Area Under Curve (AUC) metric of a statistical learning 
metric indicates the predictive accuracy of the model and it 
has a value that lies between 0 and 1, where a higher value 
indicates a better predictive accuracy. 
The AUC scores seem to indicate as the number of iteration 
of training had been performed, the IMCD model seems to 
achieve a level of accuracy nearer to the GNCD model. This 
could partly be affected by the initial base sub-graph by 
using just three nodes in the training of the IMCD model 
within the limit of 1000 iterations. Based on the results in 
Table 4.1, the IMCD model seems to use significantly less 
time for training purposes of achieving relatively similar 
AUC scores. The IMCD may provide complementary 
perspectives regarding the communities detected compared 
with the models developed using classical algorithms such 
as Girvan-Newman, which uses more computing time. 

Table 1: AUC SCore 

 

 
Furthermore, research may need to be conducted to confirm 
if the complexity of the IMCD can be increased by the 
number of nodes in the base matching sub-graph without a 
significant increase in the computing time required for 
training. 

II. PROPOSED ‘HEURISTICS ALGORITHM FOR ISOMORPHIC 

SUBGRAPH MATCHING’ (HAISM) MODELLED FROM 

ULLMANN ALGORITHM 

 
In this section, we explained the principle of the proposed 
HAISM algorithm. 
 
Below is the pseudocode of HAISM algorithm. The refined 
pseudocode for the algorithm is as follows: 
Name: Heuristics Algorithm for Isomorphic Subgraph 

Matching 
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START 

Step 1: procedure simulation (G; Q; s); 
Step 2: changed ←true; 
Step 3: while changed do 
Step 4:  changed ←false  
Step 5:  for u←Vq do 
Step 6:  for u’←Q.adj(u) do  
Step 7:  for v←s(u) do  
Step 8:   if G.adj(v) ∩ s(u’) = null; then 
Step 9:   remove v from s(u) 
Step 10:   if s(u) = null; then 
Step 11:    return empty s 
Step 12:   end if 
Step 13:    changed ←true 
Step 14:                end if 
Step 15:      end for 
Step 16:   end for 
Step 17:         end for 
Step 18:      end for 
Step 19:  return 
Step 20:end procedure 
STOP 

 

 
Our algorithm is different from the traditional community 
detection techniques due to its ability to detect communities 
that the traditional algorithms fail to find by incorporating 
subgraph isomorphic matching features 
 
Because |s(0)| + … + |s(|Vq|-1)|≤ |V ||Vq|, the outer while loop 
in Line 3 may execute at most |V| ||Vq| times. This would 
correspond to a scenario in which only one vertex is removed 
with each iteration of the loop. The next two for loops (lines 
5–6) execute a total of|Eq| times, and there are at most|V| 
vertices in |s(u)| for any u Vq, creating a bound on the 
innermost for loop (line 7). The intersection operation in line 
8 takes at most |V | steps, and so the total time complexity is 
O (|Eq||Vq||V |3). Note that vertex 0 is in s(1) despite the fact 
that it does not have a vertex in s(0) as a parent. 
 
Firstly, given a Graph G, and a graph pattern Q, the objective 
of the isomorphic subgraph matching is to identify all the sub-
graphs mappings, P from G, that are isomorphic to Q. 
 
Input: pattern Q and graph G 
 
Output: all isomorphic mappings P from Q to G 
 
Matching procedure (P) 
 
a) if P covers all nodes in Q then output P; 

b) or else compute the set S(P) of all candidate pairs for 
inclusion in P 

c) for each pair p = (u, v) in S(P) 

i) if p passes feasibility check 

ii) then P’ ← P{p}; call Match(P’); 

d) Restore data structures 

Reiteration refinement 
 
For each pair p = (u, v) in S(P): 
 
i) enumerate all possible extensions, for refinement 

ii) if the feasibility test is not successful, drop it and try 
the next. 

Table 2: This is a simplification of the results of the experiment 

Algorithm 
Used 

Figure 
No 

Community 
Detected  

Isomorphic 
Community 

Detected 
(P’)  

Remarks 

Proposed 
HAISM 
algorithm 

4 
Input graph 
(Q’) 

Nodes- (6P, 
28M, 22L) 

Base sub 
graph (Q’) 

Proposed 
HAISM 
algorithm 

5 YES 
Nodes- 
(32L, 40L, 
34L) 

Matched 
Isomorphic 
Subgraph 
(Community 
1) 

Proposed 
HAISM 
algorithm 

6 YES 
Nodes- 
(35L, 14S, 
31M) 

Matched 
Isomorphic 
Subgraph 
(Community 
2) 

Proposed 
HAISM 
algorithm 

7 YES 
Nodes- (3L, 
25S, 27M) 

Matched 
Isomorphic 
Subgraph 
(Community 
3) 

Girvan-
Newman 
algorithm 

8 YES 
Nodes- 
(35L, 14S, 
31M) 

Matched 
Isomorphic 
Subgraph 
(Overlap 
with 
Community 
3) 

 
As summarised and concluded in Table 2, the experimental 
results demonstrated that HAISM can detect communities 
that overlap with the well-studied Girvan-Newman 
algorithm. To explain this further, the proposed HAISM 
managed to identify a matching Community 3 as represented 
in Figure 7 (nodes 3L,25S,27M) as the community 
represented by red nodes. The experimental results show that 
HAISM is very effective in community detection problems 
and is superior to traditional community detection 
techniques in its ability to detect communities that the 
traditional algorithms fail to find and that some of the 
detected communities overlap. This gives assurance that the 
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detected communities are correct and the one that does not 
overlap opens up a new perspective in the domain of 
communities by incorporating subgraph isomorphic 
matching features. 

 

Fig. 6 . Represents the base subgraph, which is also the input graph for the 
isomorphic subgraph detection 

The general term of pruning refers to the pruning cuts made 
in a certain order, so that the total number of cuts is greatly 
reduced. The pruning procedure used for our subgraph 
isomorphism algorithm is based on a concept known as graph 
simulation. The conditions in Ullmann's equation for 
checking the pruning process of the search space can be 
adapted to create an algorithm, as seen in the pseudocode. 
 

 

Fig. 6  Represents one of the communities (Community 1) detected using 
the new heuristics community detection algorithm 

The community detection model is based on the notion of 
edge betweenness centrality that was investigated in the 
domain of SNA. The betweenness centrality value of an edge 
is defined as the number of shortest paths between the node-
pairs traversing through that edge. The betweenness of edges 
is therefore a measurement of the flow of network activities 
traversing along the edges of a graph. 

 

Fig. 8  Represents one of the communities (Community 2) detected using 
the new heuristics community detection algorithm 

HAISM is effective in community detection problems and is 
superior to traditional community detection techniques 
because it is able to detect communities that the traditional 
algorithms miss The fact that some of the detected 
communities may overlap connotes that the detected 
communities are correct and the one that does not overlap 
opens up a new perspective in the domain of community 
detecting by the incorporation of the subgraph isomorphic 
matching features. 
 

 

Fig. 9  Represents one of the communities (Community 3) detected using 
the new heuristics community detection algorithm. 

Our algorithm falls into the category of the tree-search based 
algorithms described earlier, with the primary difference 
lying in the pruning algorithm, an index used for mapping 
each label to every vertex in G with that label, thus allowing 
fast initial access to feasible matches. Our algorithm begins 
by obtaining feasible matches: for each given query vertex u, 
it creates the set s(u) to contain all vertices in the data graph 
with the same label as u. This is the same as Ullmann's 
algorithm except for the fact that it ignores the degree 
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constraint. On the whole, during the experimentation, it 
turned out that this constraint did not help our algorithm and 
that in the cases where response times were exceptionally 
fast, it actually slowed down the algorithm (if only by a few 
tens of milliseconds). This is attributable to how the pruning 
process rapidly eliminates many of the vertices that would 
have been eliminated by an initial degree constraint, 
nevertheless . 

6. Results & Discussion  

In this section we conducted an experiment on a well-studied 
algorithm, the Girvan-Newman community detection model, 
for benchmarking purposes using the same dataset. We 
wanted to accomplish three goals, namely to 1) compare the 
effectiveness of the proposed algorithm HAISM; 2) prove 
our hypothesis that it can detect community or communities 
that other algorithms miss and 3) open a new perspective by 
comparing the results of HAISM and traditional community 
detection methods, specifically the Girvan-Newman 
algorithm.  
The Girvan-Newman community detection model is based 
on the notion of edge betweenness centrality that was 
investigated in the domain of SNA by Wasserman et al. [24]. 
The betweenness centrality value of an edge in a graph 
network is defined as the number of shortest paths between 
the node-pairs traversing through that edge. Therefore, the 
betweenness of edges is a measurement of the flow of 
network activities that traverse along the edges of the graph. 
The fundamental notion of this model is that two tightly 
knitted communities tend to be linked by edges where the 
network traffic traversed through, should be relatively high. 
The technique used in the Girvan-Newman’s algorithm 
involves the analysis and detection of community structure, 
depending upon the iterative elimination of the edges, based 
on the highest number of the shortest paths that goes through 
them. By pruning the edges, the said network becomes 
divided, clustered or segmented into smaller networks, i.e. 
communities. The logic behind this algorithm is to find 
which edges in a network occur most frequently between the 
other pairs of nodes by finding their edges betweenness. The 
edges interlinking the communities are expected to have 
high edge betweenness. The fundamental community 
structure of the network will be considerably fine-grained 
once we eliminate the edges with high edge betweenness. 
 

Algorithm Girvan-Newman adopted from [28] 
START 
(Graph: G = (N, A), 

Number of Clusters: c, Edge lengths: [eij ]) 
Begin 

Calculate betweenness value of all edges in graph G; 
Repeat 

Identify edges of highest betweenness of all edges 
in G; 

Remove edge (i, j) of highest betweenness value 
from G; 

 
Recalculate the betweenness value of edges after 

the removal of edges (i, j); 
 

Until only c clusters remain in G; 
  Return G connected components; 
END 

 

 
The edge betweenness b(i,j) for edge e(i,j): 
 

b(i,j) = ∑
𝝈𝒊𝒌 𝒆ሺ𝒊,𝒋ሻ

𝝈𝒊𝒌𝒊,𝒌ஷ𝒔  

 
Where 𝜎𝑖𝑘  is the total number of shortest paths from node i 
to node k and 𝜎𝑖𝑘 𝑒ሺ𝑖, 𝑗ሻ is the number of those paths that 
pass through e(i, j) and s is the source node of the path 
traversal. 

 

Fig. 10  The 4 communities of the Cocaine Dealing Natarajan network 
based on the Girvan-Newman community detection model with a search 

depth of 20. 

Table 3: represents the 4 key communities or cliques identified 

Four(4) key communities 

 Grey 

 Red 

 Yellow 

 Green 

Blue (Outliner Nodes) 

 
Community 1 (Figure 5), Community 2 (Figure 6) and 
Community 3 (Figure 7) represent some of the isomorphic 
subgraphs P that match the base subgraph pattern Q (Figure 
4). They have been identified from our isomorphic-based 
community detection algorithm. (Figure 8) is the result of the 
use of the Girvan-Newman algorithm, utilized for 
benchmarking purposes against the community detected 
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using HAISM. As concluded in Table 2, HAISM can detect 
communities that overlapped with the well-studied Girvan-
Newman algorithm and can additionally detect isomorphic 
graphs of the community that may have gone previously 
undetected using traditional algorithm. 

7. Conclusion 

In this paper, a community detection algorithm namely, 
HAISM has been proposed and its effective in detecting 
communities using isomorphic subgraph matching has been 
tested. The HAISM algorithm can be very practical in real-
life scenario, such as in law enforcement to engage in 
different ways of detecting a community. We also compared 
it to the well-studied algorithm Girvan-Newman, with the 
results demonstrating that HAISM can detect communities, 
which overlaps with the Girvan-Newman algorithm. This 
verifies the detection ability of the HAISM algorithm, with 
the detected isomorphic graphs opening up a new 
perspective in the domain of detecting community by 
incorporating subgraph isomorphic matching feature(s).  
Future works on criminal network analysis can include 
machine learning and deep reinforcement learning for 
detecting criminal communities more comprehensively and 
accurately, making it a valid research area. 
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