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Summary 
Breast cancer (BC) is one of the most common cancers and is 

known to be the leading cause of death among females around 

the world. Breast cancer occurs when cells in the breast develop 

a malignant tumor. Detecting BC at an early stage with state-of-

the-art technologies helps in treating BC and reduces the risk of 

death. Currently, mammography is the most commonly used 

technique for detecting BC. In order to improve the mammogram 

analysis, researchers have studied the feasibility of using 

artificial intelligence to help doctors in detecting any changes 

that may lead to cancer. This review paper investigates utilizing 

machine learning (ML) algorithms for BC prediction and 

classification, which will be beneficial in early diagnosis and 

treatment for BC and for future researchers in exploring the 

different ML techniques and selecting the most suitable one for 

their future research. 
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1. Introduction 

One of the most valuable aspects of a fulfilling life is good 

health. Maintaining a healthy body, not only physically 

but also mentally and psychologically, is essential. An 

unhealthy body is easily attacked by various diseases that 

could be fatal, cause discomfort, or cause pain and 

suffering that last for many years. Each disease has certain 

symptoms and signs and can be either infectious or 

noninfectious. One serious noninfectious disease is cancer. 

According to [51], cancer occurs when body cells divide 

without control and can reach nearby tissues. If this 

division occurs in the breast cells, a malignant tumor can 

develop, which is called breast cancer (BC). According to 

the World Health Organization, BC is one of the most 

common cancers and the leading cause of death among 

females around the world [7] [45]. It is also the most 

frequent cancer in developed and less-developed countries. 

Diseases are major burden for all societies. According to 

[42], the burden of disease rates across the world varied 

from 40,000 to 70,000 disability-adjusted life years 

(DALYs) for every 100,000 individuals in high-burden 

countries in 2016. The burden of disease rate for North 

Africa and the Middle East was 31,321.32 DALYs per 

100,000 individuals; the rate reached 25,296.55 DALYs 

per 100,000 individuals in Saudi Arabia in 2017. The 

incidence of BC ranged from 19.3 for every 100,000 

females in Eastern Africa to 89.7 for every 100,000 

females in Western Europe [5]. For developed countries 

excluding Japan, the incidence rates are high (more than 

80 per 100,000), while the rates are lower than 40 per 

100,000 in most less-developed countries [53].  

In the Arab world, based on statistics shown in [19], the 

incidence of BC increased over the past 26 years and is 

expected to keep increasing if no actions are taken. In 

2016, the number of new BC cases reached 45,980 

(28/100,000), with 20,063 (11/100,000) deaths in the 

region. Previous studies have shown that BC presents at 

an earlier age and at an advanced stage in Arab females 

[19]. In Saudi Arabia, statistics provided by the Saudi 

Cancer Registry of the King Faisal Specialist Hospital and 

Research Centre showed that 930 new cases of BC are 

diagnosed each year [3].  

According to [20], most BC cases are detected at an 

advanced stage, when the disease has progressed and the 

cure rate is reduced. The cure rate is more than 90% if the 

disease is detected early. The lack of health awareness 

increases BC incidence in Saudi Arabia. It has also been 

observed that BC mortality rates are lower in developed 

countries due to the existence of early detection programs. 

Detecting and treating BC early helps to reduce the risk of 

death due to the disease. Therefore, periodic health 

checkups are essential, as they minimize the time between 

diagnosis and treatment. However, periodic health 

checkups are sometimes insufficient for early diagnosis of 

BC, as changes in these cases cannot be detected by the 

unaided eye or by blood tests. Accordingly, more 

sophisticated methods are needed to detect BC in the 

earlier stages. Currently, mammography, known as the 

gold standard in imaging, is the most frequently used 

technique for detecting BC early. In order to improve 

mammogram analysis, many researchers have studied the 

feasibility of using artificial intelligence (AI) to help 

doctors in detecting any harmful changes that may lead to 

cancer. The majority of these studies focused on using 

machine learning (ML) techniques, which create 
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algorithms to detect any changes in the patient and predict 

the probability of cancer.  

One study [14] explained that ML uses algorithms that 

simulate human intelligence by learning from the 

environment, that is, the algorithm inputs data to fulfill a 

required task without explicit programming in order to 

deliver a specific outcome. ML is classified into three 

types: supervised, unsupervised, and semi-supervised 

learning. For supervised learning, data are labeled, and the 

input data can predict the output data, while data in 

unsupervised learning are not labeled. Most of the data are 

not labeled in semi-supervised learning, and supervised 

and unsupervised techniques are used together. ML has 

been utilized in various significant applications, such as 

data mining, image recognition, and expert systems [33].  

The focus of this review paper is on diagnosing BC, as the 

severity of this disease increases the need to utilize ML 

techniques to diagnose BC. In the next section, the authors 

present a review of studies of the use of these techniques 

for the prediction and diagnosis of BC. This review paper 

contributes to this effort by showing that ML techniques, 

including artificial neural networks (ANN), decision trees 

(DT), K-nearest neighbor (KNN) algorithms, support 

vector machines (SVM), and naïve Bayesian classification, 

can be effectively used in BC prediction and classification. 

Furthermore, this paper provides a basis for comparing 

these techniques that can be helpful for developers in 

deciding which ML algorithm is suitable for building a 

specific model. Section 2 of this paper explains the 

literature review, which includes the research framework 

and method for collecting articles for conducting the 

research. Section 3 analyzes the number of publications 

over a time period which helps the future researchers to 

get familiar which latest developments in this domain of 

research and their venues (conference, journal, etc.). This 

is followed by a classification of articles based on three 

areas: ML algorithms, data sources, and the performance 

accuracy of ML algorithms. Conclusions are presented in 

Section 4. 

2. Literature Review 

2.1 Research framework 

The authors performed a systematic literature review to 

survey state-of-the-art ML techniques used for prediction 

and classification processes. This research answers the 

question,  

How can ML help in predicting and classifying BC? 

The literature review was performed using Google scholar 

search, the Saudi Digital Library, and multiple English-

language databases, such as Springer, Institute of 

Electrical and Electronics Engineers (IEEE) Xplore, 

Science Direct, Elsevier, etc. The authors considered 

papers published between 2009 and 2018, using the 

keywords machine learning, breast cancer, breast cancer 

prediction, artificial neural network, support vector 

machine, decision trees, naïve Bayesian, and K-nearest 

neighbor. After excluding insignificant studies, the authors 

reviewed 32 papers.  

2.2 Survey of number of publications and venue 

The authors of this research selected papers that were 

published at conferences and in journals, proceedings, and 

books and excluded patent applications, lecture notes, 

slides, and information websites. Fig. 1 lists the selected 

papers on predicting and classifying BC using ML with 

their year of publication. 

 

 

Fig. 1  Published articles in predicting and classifying breast cancer using 

machine learning with the year of its publication 

3. Classification of Articles 

3.1 Machine learning algorithms 

BC detection is commonly performed with the use of ML 

algorithms. According to [26], frequently used ML 

algorithms include ANN, DT, KNN, SVM, and naïve 

Bayesian. The next subsections present the ML algorithms 

used by researchers in the selected articles on predicting 

BC. 

3.1.1 Artificial neural networks 

Artificial neural networks (ANN) are interesting and 

powerful ML-based techniques used in various fields to 

process, analyze, and predict data [14] [16]. An ANN 

simulates the human brain to learn complex tasks. It is 

presented as an interconnected set of nodes that looks like 
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the network of neurons in the human brain [16]. In 2009, 

researchers in [24] introduced an expert system that 

detects BC using association rules (AR) and ANN. The 

study used AR to minimize the database dimensions and 

used ANN for classification. The classification rate of the 

proposed AR with ANN is compared to the ANN model. 

This study used the Wisconsin Breast Cancer Database, 

which contains 9 attributes and around 699 records.  

In 2011, [34] proposed a metaplasticity ANN that was 

inspired by information theory developed by Shannon. In 

their study, the artificial metaplasticity multilayer 

perceptron (AMMLP) algorithm is proposed to classify 

BC as benign or malignant. To update the weights, the 

AMMLP algorithm gives updating priority to activations 

with lower frequency than activations with higher 

frequency, resulting in higher efficiency in the training 

phase. Using the AMMLP algorithm, the archived 

classification accuracy was 99.26%. MAT-LAB software 

was used to implement the proposed AMMLP as a 

classifier. A year later, authors in [39] proposed an 

approach to BC classification as benign or malignant using 

neural networks, particularly the Multilayer Perceptron 

and Radial Basis Function (RBF). When the proposed 

approach was tested on the Wisconsin Breast Cancer 

Database, the classification accuracy of the RBF neural 

network was 97%. In 2014, research [48] used extreme 

learning techniques in implementing ANN for diagnosing 

BC. A comparison of performance was conducted between 

extreme ML artificial neural networks and back-

propagation artificial neural networks, in which specificity, 

sensitivity, and accuracy were considered. Researchers 

concluded that extreme learning machine artificial neural 

networks in general provided better results in diagnosing 

BC than the back-propagation artificial neural networks.  

A study [1] in 2016 proposed a deep belief network 

(DBN) combined with ANN (DBN-ANN) to improve the 

BC detection accuracy of a computer-aided diagnosis 

system. The weights were initialized from the DBN path. 

The architecture used to test the database consisted of nine 

inputs, with four hidden and then two hidden, providing 

one output. The accuracy of using a scaled conjugate 

gradient reached 99.59% with training, and data validation 

(DBN-ANN) reached 63.84–36.16%, where the accuracy 

percentage of applying Randomly Initialized Weight 

Back-Propagation Neural Network (RIW-BPNN) using 

Levenberg-Marquardt case reached 99.68% with training, 

and validating data reached 61.35–38.65%. MAT-LAB 

2014a software was used for implementation. In 2018, 

[23] proposed a Life-Sensitive Self-Organizing Error 

Driven (LS-SOED) classification method that enhances 

the ANN decision-making process. Researchers believe 

that higher accuracy does not always provide the best 

decision in diagnosis. LS-SOED combines the use of self-

organizing map, multilayer perceptron, and fluid genetic 

algorithms. The study results show that the diagnosis 

decisions made using LS-SOED saved 30 years and 8 

years of life from datasets which has 283 and 57 patients 

respectively. The implementing tool for the proposed 

method is MAT-LAB software. 

3.1.2 Support vector machine 

The second algorithm to be discussed is the support vector 

machine (SVM), which finds an (N – 1) dimensional 

hyperplane from a given set of points of two types in an 

N-dimensional place to differentiate the two classes 

[44]. In 2009, researchers in [2] proposed an SVM 

algorithm including feature selection to diagnose BC. The 

accuracy of classification reached 99.51% using an SVM 

model that contained five features. In 2011, researchers at 

[13] presented a new classification approach to detect 

microcalcification clusters in digital mammograms with 

the use of SVM. The results of the study indicated that the 

proposed approach’s accuracy was 86.1%, which is 

greater than the accuracy of other classification 

approaches reviewed in the paper.  

In 2013, researchers at [18] proposed a methodology that 

classifies tumors as benign or malignant. An SVM 

algorithm was trained using the MATLAB bioinformatics 

toolbox. The obtained classification accuracy rate reached 

95%. Two years later, researchers at [11] proposed a 

methodology that discriminates and classifies regions 

extracted from mammograms as mass and non-mass using 

SVM. Their results showed that the accuracy of 

successfully classifying the masses and non-masses was 

98.88%. The tool used was LibSVM software, which is a 

library for SVMs. In 2017, a study [37] proposed an 

automatic diagnostic method by combining a two-step 

clustering algorithm and SVM to detect the hidden 

patterns of malignant and benign tumors with 99.1% 

classification accuracy. Researchers proved that this 

approach improves the prediction accuracy rate and 

minimizes misclassification error in cancer. A year later, 

[50] used an ensemble method that included two types of 

SVM and six types of kernel functions for BC diagnosis. 

The accuracy of the proposed model reached 97.10% 

using the Wisconsin Diagnostic Breast Cancer dataset. R 

packages for data science were used to implement SVM 

models, while the ensemble model was implemented using 

R programming language. 

3.1.3 Decision trees 

The third algorithm is the DT, which is defined by [44] as 

a predictive model that uses a tree-like graph to predict the 

outcome of a variable by applying decision rules derived 

from the features of the data. In 2011, researchers in [17] 

developed a hybrid model that encompassed two methods: 

a fuzzy decision tree for classification and a case-based 
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reasoning method called case-based reasoning and fuzzy 

decision tree (CBFDT) to classify medical records. The 

average accuracy of predicting BC using the CBFDT 

model is up to 98.4%. The proposed model can provide 

accurate but also comprehensible decision rules that help 

physicians to reach effective conclusions in medical 

diagnosis. Researchers applied SPSS statistical software 

for stepwise regression analysis. A year later, researchers 

at [30] employed a DT algorithm for classifying medical 

data and evaluated the accuracy of classifying BC datasets 

using deferent techniques. The study used WEKA as an 

implementation tool. A DT-based data mining technique 

for early detection and classification of BC as benign and 

malignant was presented in [47]. To establish the model, 

the J48 DT algorithm is used, which correctly classified 

94.5637% of the instances. The J48 algorithm was 

implemented using the WEKA tool.  

In 2016, researchers at [12] proposed an approach with 

three steps: clustering, pre-processing, and classification. 

The algorithm was implemented using WEKA, and the 

classification accuracy of the algorithm reached 99.9%. 

Two years later, [9] developed models for predicting BC 

survivability using a naïve Bayes algorithm, RBF neural 

network, and J48 decision tree. The results indicated that 

the prediction accuracy of J48 reached 93.41%. WEKA 

was used for dataset analysis and performance evaluation. 

3.1.4 K-nearest neighbor  

The fourth algorithm to be discussed was KNN, which 

classifies data to determine which group a data point 

belongs to by exploring the data points around it [44]. In 

2010, [46] proposed a classifier called genetic KNN 

(GKNN), which combines the genetic algorithm with the 

KNN algorithm. Researchers tested the performance of the 

GKNN classifier with a BC dataset and other medical 

datasets and concluded that the proposed method 

minimized the complexity of KNN and improved the 

accuracy of classification. In 2013, researchers published a 

paper [36] about a study using a KNN algorithm for 

classifying BC as benign or malignant with multiple types 

of rules, such as random and consensus. Study results 

showed the accuracy of using the KNN algorithm with 

Euclidean distance reached 98.70% and with Manhattan 

distance, 98.48%. Two years later, [41] introduced an 

SVM Sequential minimal optimization (SMO) model 

implementing the KNN technique with Euclidean distance, 

Manhattan measures, and other ML techniques to classify 

whether BC is benign or malignant and to predict the 

recurrence of a malignant tumor after a certain period of 

time. The tool used for implementation was MATLAB 

software using the UCI ML repository. For the overall 

methodology, results showed that the KNN technique 

resulted in the greatest accuracy.  

In 2017, a research article [4] used the bowtie antenna 

dataset in the detection of BC using the KNN algorithm. 

The accuracy rate of using the KNN algorithm reached 

90%. The WEKA tool was used to implement the 

algorithm. First, the data were converted to Attribute-

Relation File Format (ARFF), and then an instance-based 

learning algorithm was used to implement the KNN 

algorithm. The 10-fold cross was used for validation to 

achieve the most accurate results using a Java software 

tool known as Knowledge Extraction 

based on Evolutionary Learning (KEEL). In 2018, [32] 

proposed an entropy-weighted local-hyperplane KNN 

(EWHK) algorithm, which introduced the use of the 

information entropy of the samples as a classifier to 

enhance the accuracy of detecting BC. EWHK showed a 

significant improvement compared to adaptive weighted 

k-local hyperplane (AWKH) and KNN. The average 

diagnostic accuracy of the EWHK classifier reached 

92.33%. In the same year, [29] designed a BC prediction 

system by analyzing mini-attributes chosen from the 

dataset. Researchers concluded that the KNN classifier 

achieved high accuracy at 99.28%. 

3.1.5 Naïve Bayesian 

The last algorithm to be discussed is the naïve Bayesian 

classifier. According to [44], naïve Bayesian applies 

Bayes theorem and the naive assumption of 

conditional independence among features. In 2010, the 

author at [15] used two Bayesian classifiers to predict the 

severity of breast masses. The accuracy of prediction 

using the Bayesian algorithm reached 91.83% applied on 

the training dataset. The ensemble stream was 

implemented using SPSS software. In 2012, researchers at 

[52] proposed a system to automatically detect the entire 

breast lump based on naive Bayes. The lumps identified in 

the ultrasounds were classified as malignant or normal 

lumps. Based on the experiment’s results in 31 cases with 

33 lesions, the accuracy of the system reached 93.4%. The 

system was implemented using the Microsoft Visual 

Studio tool and the C++ language. An intelligent BC 

prediction system based on a naive Bayesian classifier was 

proposed in 2014 with an accuracy rate that reached 93% 

[25]. The proposed system was implemented using the 

Java tool. 

Two years later, in [27] a nomogram using naïve Bayesian 

was developed for predicting recurrent BC within 5 years 

after treatment and showed 80% performance accuracy. 

The nomogram can aid physicians and patients for 

decision-making. The implementation tool used was 

Orange Toolbox, which is used for data visualization, ML, 

and data mining. In 2018, researchers at [35] developed a 

CAD-based scheme by combining two algorithms. Feature 

selection was performed using a wrapper algorithm, while 
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BC classification was performed using a naive Bayes 

algorithm. Using a wrapper method for feature selection 

was beneficial in identifying the relevant features, which 

helps in improving the accuracy of classification. The 

accuracy rate was up to 99.27% where the WEKA 

framework was used for the implementation.  

3.2 Implementation tools 

Several tools are used in the implementation of ML 

algorithms. In [34], [41], [23], and [1], MATLAB 

software was the tool used to implement the proposed 

classifier. Researchers at [18] implemented an SVM 

classifier using MATLAB software. On the other hand, 

researchers in [11] implement their proposed algorithm 

using LibSVM software, which is a library for SVMs. 

Moreover, [50] implemented an SVM model using R 

packages, while the ensemble structure was coded in the R 

language. Researchers at [30], [47], [12], [9], [4], and [35] 

used the Waikato Environment for Knowledge Analysis 

(WEKA) tool. WEKA contains ML algorithms that 

perform massive data mining tasks. Researchers in [52] 

implemented their proposed system with the Microsoft 

Visual Studio tool using the C++ language. For [25], the 

proposed system was implemented using Java. Finally, 

researchers in [27] implemented the naive Bayes classifier 

and nomogram visualization using Orange Toolbox for 

data visualization, ML, and data mining. Fig. 2 shows a 

simple graph of the tools frequently used in related 

research. 

 

Fig. 2  Implementation tools used for breast cancer diagnosis and 

classification 

3.3 Data sources 

This section discusses the size and sources of the data 

being used by ML algorithms. One of the most frequently 

used data sources is the Wisconsin Breast Cancer 

Database, which consists of 699 patients’ records gathered 

by William H. Wolberg in 1991. Each record in the 

database has nine attributes rated from 1 to 10, where 1 is 

the most normal state and 10 is the most abnormal state. 

Each sample is associated with a class label of benign or 

malignant. 

Another data source used in [13] and [18] is the 

Mammographic Image Analysis Society (MIAS) database. 

The MIAS database, generated by UK research groups, 

consists of 322 digitized mammographic images for BC 

research. The database contains images for 161 patients 

with breast tumors that may be normal, benign, or 

malignant. The images are 1024 × 1024 pixels in size, 

which includes ground truth information on the sites of the 

abnormal cells shown in the mammogram. Researchers in 

[11] used a different data source, known as the Digital 

Database for Screening Mammography (DDSM). DDSM 

contains digitized mammographic images that are 

available online. The database consists of 2,620 patient 

exams, and each exam contains two images of each breast 

which are marked by specialist physicians and stored in 

files. Researchers in [50] used two data sources, the 

Wisconsin Breast Cancer Database and the Surveillance, 

Epidemiology, and End Results (SEER) BC dataset. The 

dataset, containing 800,000 instances, is publicly 

accessible by accepting and signing the required 

documents.  

In [17], researchers used two medical datasets as data 

resources: liver disorders, Wisconsin Breast Cancer 

Database are chosen from the UCI database. The liver 

disorders database consists of 345 observations that 

represent the blood test result of 345 patients. Researchers 

at [52] analyzed their results based on real-time data 

collected from 31 patients. The obtained two-dimensional 

ultrasound images of each patient were seen by a 

professional radiologist. The study in [27] used data taken 

from Ajou University Medical Center in Korea. The 

dataset consisted of 679 BC patients who had surgery 

followed by consistent follow-up for at least 5 years. Fig. 

3 below is a simple graph of the data sources used 

frequently in published articles. 

 

 

Fig. 3  Data sources used in breast cancer diagnosis and classification 



IJCSNS International Journal of Computer Science and Network Security, VOL.20 No.6, June 2020 

 

 

88 

 

3.4 Machine learning algorithms’ performance 

accuracy 

This section aims to demonstrate the comparative 

performance accuracy of ML algorithms used in related 

studies. Researchers have used various evaluation methods 

to assess the performance accuracy of ML algorithms. 

After reviewing the articles, the authors analyzed that the 

performance accuracy using ANN in classifying BC 

ranges from 97% up to 99.68%. The performance 

accuracy of using an SVM algorithm in classifying BC 

varied from 86.1% to 99.51%. For the DT technique, the 

performance accuracy in classifying BC is between 

93.41% and 99.9%. For classifying BC using KNN, the 

performance accuracy rates varied between 90% and 

98.70%. Using naïve Bayesian as a classifier reached 

performance accuracy from 80% up to 99.27%. Fig. 4 

presents a graph showing the performance accuracy 

achieved by ML algorithms in the published articles. 

 

 

Fig. 4  Performance accuracy of machine learning algorithms 

4 Discussion and Results 

In this review paper, the authors examined the most recent 

studies relevant to cancer prediction and diagnosis using 

ML techniques, and a brief description of ML and some of 

the classification algorithms currently being used have 

been presented. Despite the large number of ML studies 

previously published with accurate results in BC 

prediction, it is critical to identify the potential drawbacks, 

such as determining the appropriate data samples to be 

collected and validating the classification results. 

One limitation found in some of the studies reviewed is 

the small size of the data samples, as samples should be 

large enough to enable sufficient partitioning of the data 

into training and testing sets to result in a proper validation. 

After reviewing the studies in this paper, we note that 

SVM is the most common ML algorithm applied in BC 

prediction due to its accurate performance. Selecting the 

most appropriate ML algorithm depends on multiple 

factors, such as data type, data size, time boundaries, and 

the type of prediction generated [28]. More public 

databases containing valid cancer datasets are needed to 

help researchers to conduct studies that result in further 

improvement in accuracy of the results. 

5 Conclusions 

In this review paper, the researchers’ goal was to find a 

simpler approach to early diagnosis and classification of 

BC. The paper discusses ML concepts and summarizes the 

various ML techniques applied in BC prediction and 

diagnosis. Based on our analysis of the reviewed papers, 

no tool currently available diagnoses BC and classifies its 

stage. Such a tool would be helpful to both patients and 

doctors, as BC prediction at an early stage increases the 

chances of treatment for patients and helps doctors to 

make better decisions in a timely manner. The tool could 

also be used by medical students to give them a deeper 

knowledge about the disease. 

The application of ML algorithms for pattern classification 

could be a promising tool for early diagnosis in the BC 

domain. The most important contribution of this review 

paper is to provide a comprehensive analysis of recent 

research on ML to help researchers develop detailed 

insights into the most recent developments in the field, 

potential gaps, effective techniques used, and choosing 

future directions. For future research, the researchers plan 

to develop an algorithm to predict BC as well as classify 

the stage of the disease. 
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