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Abstract 
Crowd analysis has numerous applications in crowd safety and 

security. In order to automate the process of crowd analysis, 

crowd segmentation is the pre-processing step. In this paper, we 

propose crowd segmentation framework that extract crowd 

regions from the background. We can extract crowd regions by 

employing background modeling and motion segmentation 

techniques. Since these techniques use motion cues, therefore 

accumulate false positives in the scenes where the crowd is 

stationary. In order to avoid using motion cues, we propose a 

fast and robust crowd segmentation framework that exploits 

appearance and structure cues to distinguish between the crowd 

region and background. We train appearance and structure based 

models separately and then jointly optimized the pre-trained 

models. To evaluate the performance of our proposed 

framework, we collect a data set that includes images from 

different complex scenes. From the experiment results, we 

observe that our proposed framework achieve superior 

performance compared to other state-of-the-art methods. 

1. Introduction  

Crowd safety and security is extremely important, 

particularly in populous urban areas. Recognizing the 

importance of crowd safety, research community from 

different domains are developing methods and techniques 

to ensure crowd safety. Conventionally, crowd analysis is 

performed through manual analysis of the scene, where 

analyst inside the surveillance room looks over large 

number of displays over a long duration to detect 

malicious activities. However, this manual analysis of 

crowd is tedious job and usually prone to errors. An 

alternative solution is to use automated analysis of the 

crowd that can efficiently and effectively 

analyze the crowd scene. The design of such intelligent 

system become the focus of computer vision’s scientists. 

Several strides have been made toward the design of 

intelligent crowd management system. However, 

automated crowd analysis is still an open issue. 

Automated crowd analysis is challenging due to the 

following factors: (1) In high density crowded scenes, 

significantly large number of people gather in a limited 

area, that cause severe clutter and occlusions. Furthermore, 

extremely small size of head (few pixels) make the 

problem even worse. Therefore, alternatively, researcher 

develop crowd simulation models to understand the crowd 

dynamics. Unfortunately, these models failed to mimic 

the real time situations. 

For analyzing crowd dynamics, detection of pedestrians 

and tracking are the main pre-processing steps. However, 

these two techniques failed to achieve desired results in 

high density crowds. An intuitive solution is to employ 

motion segmentation and background modeling methods 

to extract crowd from the scene. However, these models 

only extract crowds in motion and can not segment 

stationary crowd. Furthermore, motion segmentation also 

detects motion of foreign objects (other than crowd) that 

results in low in precision and recall rate. In real time 

surveillance application, for example, anomaly detection, 

behavior understanding, etc, crowd segmentation serves 

as important pre-processing step. The performance of 

these methods rely on the performance of crowd 

segmentation algorithm. However, crowd segmentation is 

a challenging task due to the following reasons, (1) Severe 

occlusion: In high density crowds, pedestrians usually 

stand very close to each other that cause severe occlusion. 

(2) Usually in high density crowds, sever clutter in the 

scenes confuse detector to distinguish crowd from the 

background. 

Convolutional neural network (CNN) has achieved 

tremendous success in object detection, classification and 

segmentation tasks. However, to the best of our 

knowledge, CNN has not be explored for static 

crowd segmentation. We argue that CNN can learn 

hierarchical appearance features that can increase the 

precision and recall rates of crowd segmentation. In this 

paper, we proposed a CNN based framework named as , 

Crowd Segmentation Network (CS-CNN) for crowd 

segmentation in complex scenes. Compare to other 

existing methods, our proposed method has following 

contributions: 

 Our proposed method does not use motion cues 

and appearance features for detection and tracking 

of individuals. 

 Our approach reduce the computational cost by 

detecting crowd from a single image instead of 

using whole video sequence. 

 Our approach do not rely on background 

modelling for crowd segmentation. 
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 Our approach learn hierarchical feature from the 

scene, therefore, can be applicable in both low 

and high density crowds. 

 Our approach improve the performance of other 

crowd applications, i.e., crowd counting, 

behaviour understand and anomaly detection by 

precisely segmenting crowd regions. 

 We evaluate our method on different scenes. The 

experiments results shows that our proposed 

method can precisely localize the crowd. 

2. Related Work  

Crowd segmentation is an emerging topic and limited 

amount of work is reported in literature. Most of existing 

methods generally focus on counting, density estimation, 

crowd tracking, and crowd behaviour understanding. 

Crowd behaviour understanding has a lot of application in 

anomaly detection [30, 31, 19, 36, 33, 34] and congestion 

detection [13] in crowded scenes. Other studies focus on 

crowd counting in dense crowds [25, 10, 4, 3, 27, 11, 21]. 

Crowd motion analysis and flow segmentation methods 

[15, 29, 28, 35, 1, 32, 37, 38, 20] have been studies 

extensively. Other methods focus on detecting social 

groups in crowd 

scene [5, 17, 16, 2, 14, 23, 12, 40] . Generally there has 

been a growing interest in crowd counting and density 

estimation, however, crowd segmentation is not fairly 

discussed and very few papers reported in literature 

discussing crowd segmentation problem. Most of existing 

methods use background subtraction and motion flow 

segmentation [6, 8, 22, 42] to segment crowd. Other 

approaches rely on detection and tracking methods [18, 41, 

39] to segment crowd. 

However, these methods work fine in low density 

situations, but suffers significant set back in high density 

situations. Incorporating multiple visual cues has also 

been explored in [8, 26]to segment crowd. Most of these 

methods are not applicable in real world scenes, since 

there methods use same data for training and testing. Deep 

neural networks have achieved tremendous success in 

object classification, object detection and semantic 

segmentation tasks. Traditional semantic segmentation 

methods [9, 7, 24]employ patch-by-patch scanning 

strategy and require input of fixed size 

3. Proposed Methodology 

In this section, we discuss our propose crowd 

segmentation network that learn hierarchical appearance 

features from the input images. Our segmentation network 

consists of fully covolutional layers in the last layer that 

predict the probability of each pixel in the output 

segmentation mask. Our segmentation network takes an 

arbitrary size image and outputs corresponding 

segmentation mask, where high values represent the 

presence of crowd and lower values indicate the 

background. The main advantage of our crowd 

segmentation network is the network is translation 

invariant, as it only uses convolutional and pooling layers. 

The network also incorporate contextual information by 

predicting segmentation mask for a small region 

surrounding a pixel. Furthermore, incorporating six 

convolutional and two pooling layers increase the 

receptive filed size in the input image and much 

contextual information is captured. This enable our 

network to predict segmentation mask with high accuracy. 

Moreover, our network is independent of the size of input 

image and normalization of image size is not required. 

The overall pipeline of our proposed crowd segmentation 

framework is shown in Figure 1. 

Our crowd segmentation network fuses appearance and 

structure cues for crowd segmentation. Intuitively, we can 

combine these cues as separate channel of input image, 

however, these cues have different roles to play in crowd 

segmentation. For instance, for a given patch, if we 

achieve high confidence using appearance, we will assign 

label ”crowd” to that patch. We do not rely on motion 

cues, the reason is the motion may be caused by other 

moving objects. We train appearance and structural filters 

separately and then jointly optimized them via 

fine-tuning.  
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Fig. 1  Pipeline of proposed framework both during testing and training phase. Input image is divided into block and the into cells. Features are then 

extracted from each cell and train SVM classifier. 

3.1 Appearance Cues 

Appearance cues has been exploited by CNNs and 

achieved tremendous success in object classification, 

detection and segmentation tasks. Even with large scale 

classification and segmentation tasks, appearance cues 

achieved significant success. The main advantage of using 

CNNs that these models learn hierarchical appearance 

cues automatically by adjusting weights and back 

propagating the loss. This is due to the fact that we also 

employed appearance of crowd that has an obvious 

difference from background and other objects in the 

scene. 

3.2 Temporal Cues 

Learning motion cues from videos play an important role 

in crowd segmentation. For precise crowd segmentation, 

it is imperative to capture long term motion information. 

However, most of the existing methods are based on 

motion descriptor that can not capture long term motion. 

For capturing motion information, optical flow has been 

widely used in variational approaches for flow 

segmentation. These approaches computes the 

displacement of each pixel by matching its pixel value in 

the next frame. With the advent of covolutional neural 

networks, for example, DeepMatching [31] and DeepFlow 

[50] compute the optical flow by learning hierarchical 

features. However, these methods depend on several 

parameters that need to be set manually. 

In order to address above challenges, several methods are 

reported in literature to learn motion information from 

videos. Ji et al. [14] proposed 3D-CNN that accepts 

multiple channel 

input and perform 3D convolution to capture 

spatial-temporal information. However, this CNN based 

model performed lower than hand-craft feature based 

statistical model [49]. Simonyan et al. [37] achieved 

state-of-the-art performance by proposing two-stream 

model that incorporates spatial and temporal features by 

employing two parallel CNN networks. 

To model long duration motion information, our temporal 

network takes multiple optical flow fields computed 

between consecutive frames from a fixed temporal 

window. In contrast to spatial CNNs that learn 

hierarchical features from input image, temporal network 

takes the stack of optical flow fields and learn long term 

motion information from the temporal window. The stack 

of optical flow fields generally captures the motion in the 

temporal segment defined by a window and makes crowd 

segmentation trivial. With this architecture, 

our temporal network does not need to learn the optical 

flow explicitly 

For optical flow computation, we employ [7] that 

precisely computes optical flow for every pixel of the 

image by using gradient and smoothness consistency 
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constraint. Let i represents a feature point in the image at 

time t of a temporal segment S. Let its displacement 

vector contains the spatial location and Vi,t represents 

velocity. Li,t = [x, y]t represents spatial horizontal and 

vertical coordinates, while Vi,t = [u, v]t represents the 

displacement in horizontal and vertical directions. We 

compute dense flow Dt by computing displacement vector 

for each pixel of the image. We observed that Dt 

accumulates noise due to sensitivity of optical flow 

towards illumination changes, therefore, we refine Dt by 

applying threshold value Ω. The resultant Dt0 contains 

precise information about the displacement of every pixel 

in the image. Once we compute optical flow for whole 

temporal windows, we then prepare input volume Ψ by 

stacking optical flow fields as Ψ(u, v, S − 1) = Dt(u, v) . 

3.3 Structure Cues 

From empirical studies, we observe that structure of 

background, dimensions of scene and perspective 

distortions also play positive role in detecting crowds. For 

extracting structure from the scene, we employ edge 

detection algorithm [7] and feed the resultant image to the 

network. The edge detection models provide more 

information about the kind of structure and can easily 

distinguish between the crowd and background. 

Edges are the salient features that contain structural 

information of the scene. Edge detection has been widely 

used in many applications, for example, object detection, 

image segmentation, scene segmentation and scene 

classification. Traditional methods extract low level cues 

like pixel intensity, color, texture, and gradient features to 

classify pixels into edge and non-edge pixels. Although, 

the performance of these hand-crafted feature model is 

promising, yet suffer from several limitations. For 

example, it is non-trivial to use low level cues to extract 

high-level semantic information. Since CNN achieved 

tremendous success in automatically learning high level 

representation from raw images, researchers are 

employing different CNN models to learn edges in natural 

images, for example, DeepEdge [5], DeepContour [36], 

and holistically nested edge detection (HED) [51]. 

Our structural network follows the backbone of VGG16 

[38] network that consists of thirteen convolutional layers 

and three fully connected layers at the top. The 

convolutional layers are divided into five stages, where 

pooling layer is applied after each stage. This shallow 

layers of the network with small receptive field sizes 

capture information about the small objects. while top 

layers capture meaningful semantic knowledge about 

large objects. The 

details about architecture and function of VGG16 is 

provided in [38]. We exploit hierarchical features 

extracted from the last convolutional layer to 

hypothesized the presence of edge. The details of our 

structural network are as follows. 

1. In order to make network to take images of 

arbitrary size, we remove fully connected layers 

and replace those layers by 1 x 1 convolutional 

layers. We also add pool5 layer to the network to 

increase the stride by 2 to obtain better 

generalization of the edges. 

2. We keep kernel size of each convolutional layer is 

1 × 1 and channel depth 31. The resulting feature 

map from all stages are fused and accumulated 

using eltwise layer to obtain fused features. 

3. An 1 x 1 conv layer is applied after each eltwise 

operation. We use deconvolution layer to 

upsample the feature maps. 

4. After upsampling the feature maps, a cross 

entropy layer is connected for loss calculation.  

5. Since the receptive fields of propose structure 

network are different that enables the network to 

learn and accumulates multi-scale features from 

all convolutional layers. These multiscale features 

provide support in precisely detecting the edges 

and capture structure of the scene. 
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Fig. 2  Three stream network for crowd segmentation 

The first convolutional neural network learns hierarchical 

features from raw images. The second is temporal 

network that takes stack of optical flow fields as input. 

The third network is structure network that takes stack of 

edges. The softmax scores of these networks are 

combined to classify crowd from non crowd regions. 

3.4 Fusion Schemes 

In order to combine appearance and structural cues, we 

explore three different fusion schemes: early fusion, 

middle fusion and final map fusion. In early fusion 

scheme, input appearance and structural maps 

concatenated directly before feeding to the network. The 

middle fusion combine features maps of different 

convolutional layers while in final map fusion, the output 

segmentation masks generated using appearance and 

structural cues are combined.  

In joint fusion model, we fuse the feature maps from 

appearance, motion and structure model by first applying 

pooling operation to respective score vector (obtained 

after softmax layer) and obtain a unified score vector. 

Since it is desirable for all score vector to be in the same 

size before applying unification step. Typically, score 

vector of structure network is of high dimension since it 

contains information about the edges, therefore, in order 

to bring it back to the size equal to the size of score vector 

of appearance and temporal model, we add extra linear 

layer. The joint fusion model is trained using stochastic 

gradient descent (SGD) by minimizing the negative 

likelihood [11]. 

In joint feature fusion, feature map from three network are 

in the same feature space. It is to be noted that join fusion 

model treats score vector from each network as different 

and exploit no relationship among the score vectors. An 

auxiliary strategy is adopted to enforce and exploit the 

similarities among score vectors of all three networks 

We train the first scheme independently. For training 

other schemes, we use the pre-trained model of first 

scheme, keep the parameters of previous layers and fine 

tune new layers. This training strategy has following 

advantages: (1) We reduce the computational complexity 

by keeping the parameters of the previous layers and only 

train the last layers. (2) Enables a network to learn 

complementary information that improve the performance 

of the network. 

The overall framework of our proposed crowd 

segmentation is shown in Figure 1. As obvious from 

Figure, the input to our framework is arbitrary size image 

and corresponding ground truth segmentation mask. 

The output segmentation map represents the confidence of 

being crowd. With proper configuration, all convolutional 

and pooling layers keep similar dimensions of the input 

image. In order to keep the same dimension, ground truth 

segmentation maps are fed to two average pooling layers. 

We use cross entropy loss function to minimize the loss 

between ground truth segmentation mask and the 

predicted map. We observe that cross entropy loss defined 

in Equation 1 is useful for crowd segmentation problem. 
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𝐿 =  −
1

𝑀
 ∑   𝑇𝑘 log 𝑠𝑘 + ( 1 −𝑀

𝑘=1

𝑇𝑘) log(1 − 𝑠𝑘)                  1 

 

where L represents the loss function, M is the total 

number of samples, Tk  is the ground truth segmentation 

mask for sample k, sk is the predicted segmentation mask. 

Our proposed crowd segmentation model is trained in a 

global fashion by utilizing all images with corresponding 

ground truth segmentation masks. 

 

 

Fig, 3  Different fusion strategies. 

The first figure illustrates pipeline of late fusion, where 

features from classification layers are fused. The second 

figure shows the early fusion strategy, where features are 

combined before feeding to classification layer. The last 

figure shows join fusion layer, where feature maps are 

first mapped to a common space and then fused together. 

4. Experiment Results 

In this section, we evaluate our proposed method in both 

qualitative and quantitative way. Training and testing the 

proposed segmentation model require considerable 

amount of labeled data. Therefore, we keep the following 

requirements for data: (1) the images should be acquired 

from distinct camera view points; (2) the size of the 

annotated data should be considerably large; (3) the test 

data should also contain pixel-level segmentation ground 

truth masks. In order to acquire this kind of data, to the 

best of our knowledge, no data set is publicly available 

that satisfy these requirements, therefore we collect 

images that stratify the requirements. 

Shanghai World Expo dataset is first proposed by [52]. 

The dataset is collected from 235 cameras installed in 

different places of shanghai World Expo in 2010. For 

training, we select 

185 camera views and the rest of 51 camera views are left 

for testing. For ground truth annotation, we select one 

frame from each video and annotate the crowd with 

polygons. The 

polygons that cover the forground region (where 

pedestrian are standing) are regarded as positive while the 

rest of the scene is considered as background. For the 

pilot experiment, we select 10 frames from each video 

sequence and label the frame at pixel level for precise 

evaluation. 

City dataset is first proposed by [15]. This dataset 

contains 11 different scenes captured from different 

cameras installed at different public places. These places 

include parks, squares, 

railway stations, subways, bus stops, streets, etc. We use 

this dataset for cross-scene validation and non of its 

sample was used for training. We annotate the dataset at 

pixel-level same  as the first dataset 

 

We evaluate and compare the performance of different 

baseline methods. The first baseline method is Gaussian 

Mixture model (GMM) for background subtraction. The 

second baseline model is Histogram of Oriented Gradients 

(HOG). In this baseline method, we first divide the image 

into patches and then from each patch, we extract HOG 

features. Then a linear SVM classifier is trained. During 

testing phase, we randomly select images to test the 

trained model. 

In addition to baseline methods, we use different variants 

of our proposed framework. The first variant use 

appearance features named as CS-CNN(appearance) and 
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other use structural feature for crowd segmentation and 

termed as CSCNN(structure). The third variant 

CNN(temporal) that accepts stack of optical flow fields 

and capture motion information. 

The fourth variant is the fusion of appearance, structure, 

and temporal features and termed as CS-CNN(fusion).   

We also employ data augmentation to further increase the 

amount of data for training. For this purpose, we take the 

input image and randomly cropped patches each of size 

259 x 259 

pixels with horizontal and vertical flipping up to 50%. For 

ground truth segmentation, the segmentation maps are 

cropped and flipped in the same way. The same 

augmentation strategy 

is also carried out for optical flow and edge samples. 

Since the loss function of proposed framework is very 

sensitive to the initialization of weights. To solve this, we 

adopt an incremental strategy. We first train the two 

convolution and pooling layers with last fusion layer. We 

then add covolutional layer one by one before the fusion 

layer and re-train the network. After training all the layers, 

we then fine-tuned the network on datasets.  

We evaluate and compare proposed approach with other 

reference methods using these two datasets. We follow the 

same convention used in other research work for 

segmentation 

task. For segmentation model, Area Under Curve (AUC) 

is widely adopted as performance measure. We report the 

performance of different methods in Table I using 

Shanghai Expo dataset. From the Table,it is obvious that 

Gaussian Mixture Model (GMM) performed relatively 

lower than other reference methods. We observed that 

GMM could not precisely segment the stationary crowd. 

The low performance of GMM attributes to limited 

number of sample used for training GMM. HOG+SVM 

method achieved comparable performance to extract the 

crowded regions from background. Although there is no 

overlap between training and testing data, there is overlap 

in local image patches due to similarity in appearance 

between the training and testing samples. From the Table, 

it is obvious that appearance and temporal network 

achieve similar performance, however, temporal model 

slightly outperforms appearance model. This is due to 

reason that input to the temporal model includes both 

appearance and motion information, since we are applying 

the background subtraction without 

setting up a threshold. Structure model takes stack of edge 

images as input, which is similar to HOG model, however, 

structure model performs slightly better than HOG+SVM 

method. Fusion model which is blend of three models, i.e., 

appearance network, structure network and temporal 

network achieves state-of-the-art performance. The fusion 

model learns hierarchical feature using appearance 

network. The integration of temporal and structural 

information further improves the results.  

In Table II, we report the performance of different 

methods using City dataset. From the Table, it is obvious 

that GMM performance better on City dataset compare to 

Shanghai Expo 

dataset. This is due to fact that City dataset contains video 

sequences, where most of people are in motion, therefore, 

GMM model can easily detect the background. Moreover, 

compare to 

Table 1: Comparisons on Shanghai Expo Dataset 

 

Shanghai Expo dataset, City dataset contains video 

sequences of longer duration, that means enough data is 

available for training GMM. HOG+SVM model performs 

lower on City dataset. This is due to reason that HOG 

features could not generalize most of video sequences. 

Similar to Shanghai Expo dataset, the appearance and 

temporal network perform higher compared to structure 

network. Fusion model, on the other hand beats all 

reference methods by an obvious margin. 

The evaluation results reported in Table I, II are obtained 

with a single threshold value (0.5). This threshold value is 

used to classify the pixel into two classes, i.e., 

crowd/noncrowd. From the empirical evidence, we 

observed that using a single threshold value can not alone 

justifies the performance of model. Although a single 

threshold divide the given data into obvious classes and it 

may be applicable in some of applications. As far as, 

crowd segmentation is concerned, a single threshold value 

can not generalize the performance of a model. Therefore, 

in order to get better insight into the performance of 

different methods, we use Receiver operating 

characteristic (ROC) curve. 

Table 2: Comparisons on City Dataset 
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ROC curve plot the values between True Positive Rate 

TPR and False Positive Rate FPR with different threshold 

values. TPR is calculated as 
𝑇𝑃

𝑇𝑃+𝐹𝑁 
and FPR is computed 

As 
𝐹𝑃

𝐹𝑃+𝑇𝑁
 True positive (TP) value shows the data is 

correctly classified, while False Negative that data is not 

correctly classified. We compute ROC curves for all 

methods using both dataset and the results are reported in 

Figure 4.  Figure 4 illustrates that proposed method beats 

other reference methods by a significant margin in both 

datasets. 

From the Tables I and II, it is obvious that appearance 

features perform better than structure and other 

background modeling techniques. In Figure 5, we show 

the qualitative results of our proposed method. From the 

Figure, it is obvious that our proposed method 

(CS-CNN(fused) precisely identify crowded areas in 

different scenes. 

 

 

Fig. 4  Performance of different methods using ROC curves. 

The left figure shows the performance of different 

methods using Shanghai Expo dataset. The figure on the 

right shows the performance of different methods on City 

dataset. 
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Figure 2: Visualization of segmentation maps. The first 

row show the sample images, the second row show 

segmentation maps obtained via CS-CNN(appearance) 

method while the third row depicts the segmentation 

results obtained via CS-CNN(fused) method. Blue color 

shows the background and yellow color represents the 

crowd regions 

5. Conclusion 

In this paper, we propose a novel crowd segmentation 

network, that exploits both structure and appearance 

features to precisely identify crowded regions in the 

image. We evaluate our framework on images acquired 

from different source. The images show different scenes, 

with significant variations in camera view points, 

densities and illumination. The proposed framework 

precisely identify crowd regions in complex scenes. We 
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show that our proposed framework outperforms other 

state-of-the-art methods in both quantitative and 

qualitative way. 

We believe that proposed framework will serve as a 

pre-processing unit in applications, like crowd counting, 

crowd behavior understanding and anomaly detection. In 

future, we will integrate the propose framework with 

aforementioned applications and will also evaluate the 

significance of its integration on their performance. 
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