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Summary 
Deep learning approaches showed significant performance in 

current computer vision tasks particularly on image classification 

and object detection. Object detection is growing its popularity for 

video surveillance systems and recognizing objects. Convolutional 

neural networks (CNNs) opens a wide path for computer vision 

applications. In this paper, we proposed a method to enable select 

target classes for detection, produce an initial detection 

representation by selecting a specific portion of the image and 

maintain the trainset for detection model. The method achieved 

noticeable detection results to detect multi-class objects. However, 

object detection frameworks face difficulties to localize small 

objects. The main cause of this problem is to adopt exact feature 

mapping and extracting strategy. Due to the low pixel value 

feature extractors unable to map and localize the small objects. To 

eliminate the issue we designed a convolutional network named 

Adaptive Feature Scaler (AFS) Convolutional network. The 

network constructed to localize and extract exact feature data to 

detect multi-class objects. 

Key words: 
convolutional neural network, object detection, feature scaling, 

YOLO, AFSNet. 

1. Introduction 

Mapping and scaling the exact visual part of an image is a 

crucial task in object detection. In order to achieve the 

multi-class detection, the framework needs to improve the 

feature localization and extraction process. Moreover, lack 

of proper feature extracting strategy the computational 

complexity is increased which reduces the detection 

performance of the base network.  To extract feature 

information image classifier uses several extraction 

methods that divided into two different classes (i) hand-

engineered feature extractors [1], and (ii) convolutional  

neural networks (CNNs) [2]. CNN achieved noticeable 

success in the different branches of computer vision.  

Recently, hand-engineered feature extractors are replaced 

with improved feature computed convolutional networks. 

Which is more advance and improves the detection 

performance by extracting high-level feature data. The 

image classifiers are designed with different types of 

convolutional layers. These layers are varied by their 

working principles. Regarding the working strategy, the 

depth of the layers varies to conduct a specific task properly. 

Furthermore, the most important part of a visual classifier 

is the feature extraction block. The feature extractor 

classifies all visual information of the dataset and collects 

informative feature information to localize and detect 

objects. 

Regarding the goal of the visual classifier the structure of 

the network divided into two classes (i) single-stage image 

classifiers, and (ii) two-stage image classifiers. Single-stage 

image classifiers [3]-[5] use a simple convolutional 

structure for the visual classification task. The network 

performance in relatively better than the two-stage classifier 

on some specific task. However, the performance of this 

network is not satisfactory for the complex classification 

task [6]. On the other hand, two-stage image classifiers [7]-

[9] deploys multi-stage localization and classification 

blocks to solve the visual tasks. These networks assume 

deep layers for extract and acquire information of each 

visual part from an image. Deep layers allow hundreds of 

convolutional layers to extract more precious information 

from the train and test set. This block builds multi-scale 

hierarchies feature extractor for collecting feature 

information.  

The outlines of the study highlighted below. 

(1) The study conduct to improve the feature classification 

process without increasing the computational cost. 

(2) It adopts the feature scaling method with an adaptive 

learning strategy. That conducts a unique scaling process to 

scale the informative part of an object. 

2. Related Theories 

The deep convolutional neural network showed significant 

performance on object detection tasks [6]-[8]. Several state-

of-the-art object detection methods adopt deep 

convolutional neural networks to improve the feature 

mapping and selection process for achieving enhance 

detection performance. Deep layers construct feature 

hierarchies to increase the feature maps. These layers were 

constructed with different scales and sizes to cover all 

possible parts of an image. The framework includes 

different extraction and classification blocks to collect 

sufficient train data to conduct significant detection task. 
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Visual classifiers mainly follow three types of methods to 

improve the detection accuracy. One of the common 

methods is adopting a different combination of multi-layer 

feature classifiers. The second on use different feature 

layers to predict the different scale of objects. The final one 

just combines the above two methods to enhance the 

accuracy. ION [10] uses the above first method of different 

skip pooling layers to extract information and after that, the 

information classifies by the combined feature classifier 

[11]. FPN [12] uses the second method to execute the object 

location through different feature layers. These layers 

designed with different scales of convolutional filters to 

localize the perfect location of each object. 

2.1 Deep Convolutional Neural Network 

Deep convolutional networks [13] trained for extract 

feature map, and execute the activation values of repeated 

convolutions. The classifier executes all activation results 

to localize objects. The activation maps are extracted by 

utilizing convolutional non-linear operations.  

Hence the network structure involves a receptive field for 

executing activation from the input image. These activation 

results are preserved in fully-connected layers, and latter 

these data are executed to predict the objects. 

2.2 YOLO 

YOLO (You Only Look Once) [14]-[16] is a real-time 

object detection framework. The network constructed with 

24 convolutional layers with two fully connected layers. 

The network examines the input image by 𝑁 × 𝑁 grid. The 

image classification process of the YOLO network is shown in 

Figure 1. Each grid cell responsible for predicting a fixed 

number of bounding boxes. It examines each information and 

compared it with each bounding box possessing five 

values(𝑥, 𝑦, 𝑤, ℎ, 𝑎𝑛𝑑 𝐵). The principal concept of the YOLO 

object detector is to develop a single neural network for real-time 

object detection. The network inspired by the GoogleNet [17]. 

The layers of the network constructed with 1×1 convolutional 

layers accompanied by 3×3 Convolutional layers. 

 

Fig. 1  The image classification process through YOLO object detector. 

3. Proposed Algorithm 

3.1 Adaptive Feature Scaling Network (AFSNet) 

The Adaptive Feature Scaling Network (AFSNet) aims to 

extract scale-invariant feature data to improve feature 

quality. It inhabits multi-level feature layers with different 

scale variations to generate high-level feature data. The 

proposed method forms as like HyperNet [18], and Feature 

Pyramid Network (FPN) [13]. It concatenates different 

features with a variety of different scales to identify the 

exact object location. The scaler network [19]-[20] 

employed a variety of convolutional filters with different 

frame sizes to capture all possible areas of an image. 

Furthermore, AFSNet involves class-independent methods 

to generate object hypotheses. The class-independent 

blocks differentiate those outputs (object hypotheses) by 

multi-scale filters and collets the feature proposals. Feature 

classifiers configured to map the image and generate feature 

proposals. After that, the next block examines all mapped 

features to locate the exact objects. These proposals are 

examined by the color and shape of each object. The 

architecture of AFSNet shown in Fig. 2. 

 In the initial stage, it explores the process to exploit 

encoder to classify spatial information. This information 

transferred to the classification block for localizing the 

objects. That gives a boost to a bias in the classifier 

performance to localize the perfect central location of an 

object is in the input image. The higher the corresponding 

class score matches to conduct the process. The architecture 

of the network genetically produces a receptive field for 

each activation on the source image. The visual area fits 
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progressively more inferior as it goes deeper into the layers 

towards the fully connected layers. 

Fig. 2  The architecture of AFSNet. 

3.2 Scaling Informative Part 

The proposed method aims to extract valuable initial feature 

maps. The framework examines and map fragments and 

address the information to classifier. To train the network, 

a large number of candidates are extracted from the training 

set. The proposed network considers candidates in the 

formation of rectangular fragments with multiple sizes and 

positions to cover every class from an input image. The 

network examines all possible candidates and selects only 

the informative part from an image. After that, it examines 

mapped candidates to scale the informative portion. These 

scaled feature data latter use to train the network and also 

help the classifier to classify objects. The process of 

adaptive feature scaling shown in Fig. 3. The adaptive 

feature scaler network map and scale feature data through 

the following equation 

 

𝑓(𝑖,𝑗) = 𝑐 + ∑ 𝜔𝑘,𝑙 ∙ (𝑥 − 𝑥ˊ)𝑘,𝑙(𝑘,𝑙)∈𝑁(𝑖,𝑗)           (Eq. 1)         

 

𝑆 = 𝑓𝑙 ∑ ∑ (
1

𝜔×𝐴
)𝐻

𝑗=1
𝑊
𝑖=1                                          (Eq. 2) 

 

In Eq. 1, and Eq. 2, 𝑥𝑖,𝑗 denotes the pixel value at the feature 

location (𝑖, 𝑗) , 𝑁(𝑖,𝑗)  carries the neighbors value of (𝑖, 𝑗) 

using the 3×3 convolutional kernel, 𝜔𝑘,𝑙 , and 𝑐  are the 

convolutional coefficient. 

 

Fig. 3  The process of adaptive feature scaling. 

3.2 Network Architecture  

The proposed ASFNet introduce to improve the feature 

extraction process. The network architecture implemented 

along with YOLO convolutional network. YOLO network 

struggles to generalize small objects. The network deals 

with the unusual aspect ratio to localize small objects. That 

is why the appearance of the framework is not remarkable. 

For this reason, we combined the proposed network with the 

YOLO network. The Adaptive Feature Scaling network 

(AFSNet) considers the fundamental concepts of 

convolutional filters to forming the perfect convolutional 

blocks for examining feature information from the test 

image. The convolutional blocks of the proposed network 

constructed with admitting the perfect kernel size. The 

convolutional kernels conduct crucial tasks to examine the 

visual information. 
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The top-layers of the proposed network contains with initial 

feature examiners. The prosed network shown in Fig. 2. The 

primary feature blocks set with a fixed resolution to extract 

high-level feature information. After that, the initial feature 

data passes to the AFSNet for detail classification. AFSNet 

aims two feature levels of the base network. The first input 

of AFSNet connected with con5 and the second one is 

connected with conv7. This input block of AFSNet 

confirms important features detailed over appear repeatedly 

in the images comprising objects to be localized and seldom 

in non-class images. The architecture of AFSNet with the 

base network shown in Fig. 4. The network architecture 

constructed with light convolutional filters and activation 

layers. The network first examines the input feature data 

and generates proposals. Then it classifies all proposal data 

to examine the exact feature location. After confirming the 

feature location it divides the feature data and maps only the 

visual parts form the input image. Similarly, the network 

examines useful sub-features appear frequently in the areas 

containing visual patterns or non-objects elsewhere. 

 

Fig. 4  The process architecture of AFSNet with base network. 

To classify these features, it constructs specific fragment 𝑓 

a set of confident examples. Moreover, image regions 

including the part 𝑓, and non-visual fragments are avoided 

as much as possible. Through the positive features, the 

network identifies only visual areas and scale the visual 

parts. The scaled visual information passes to the next 

convolutional blocks to classify the information for the 

further convolutional task. The feature information of 

AFSNet classifies with pre-detection blocks of conv8 and 

conv9 to object localization and detection tasks.  

The localization and detection blocks composed of 7×7 and 

1×1 convolutional filters. These layers ensure object 

detection by comparing the feature proposals and classes. 

To localize the object the network accompanies the 

following equation: 

 

𝐼𝑂𝑈 = 𝑝𝜏 (
𝑐𝑙𝑎𝑠𝑠

𝑜𝑏𝑗𝑒𝑐𝑡
) ∗  𝑝𝜏(𝑜𝑏𝑗𝑒𝑐𝑡) ∗  𝐶𝑝𝑟𝑒𝑑

𝑡𝑟𝑢𝑡ℎ         (Eq. 3) 

 

In Eq. 3, the bounding boxes are predicts by examining each 

grid cell and also considers the class probability 𝐶. 

4. Experiments 

In this section illustrated the experimental evaluation of the 

proposed network. The network is evaluated with the multi-

scale and single-scale examples. The evolution 

environments are detailed discussed in this section.  

In the multi-scale classification, the network managed 

adaptive feature learning to locate the object area and scale 

the best window including each object class in the test 

images. The feature scaler and extractor considered a fixed 

ratio between the image area including the height and width 

of all examples of the object class. Moreover, each scaled 

window containing an object and it simply represented by 

its width. The criterion of the scaled feature is extended in 

the declaration of (𝑖ˊ, 𝑗ˊ), it expresses the area of the window 

corresponding to the true position with width W, also (𝑖, 𝑗) 

represents the location of the window corresponding to the 

position of output feature through the detector. Then for the 

area of (𝑖, 𝑗, 𝜔), to be evaluated as a correct detection we 

require it to perform the feature scaling task. 

4.1 Experimental Environment 

To improve the feature extraction and detection 

performance of the proposed network AFSNet coupled with 

the YOLO network. The adaptive feature scaling 

convolutional network utilized simple convolutional 

kernels and activation layers to map and scale the feature 

information. The experimental parameters are illustrated in 

Table 1. 
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Table 1: Experimental Environment 

Experimental Parameters Set Value 

Input size 448×448 

Batch size 32 

Weight decay 0.0005 

Learning rate 0.001 

 

The network train with PASCAL VOC 2012 [21] dataset 

and the test conducts with the same dataset. The initial 

learning rate of the network set to 0.001 with the iterations 

10000 and 20,000. The momentum sets at 0.9 with the 

attenuation coefficient of 0.0005, and each batch contains 

32 images. Moreover, to enhance the training samples it 

rotates the image, changes the image saturation, exposure, 

and hue. 

5. Results 

The proposed network adopts the simple unique learning 

method that uses an adaptive feature scaling process. The 

scaling method introduced to the network to improve the 

feature quality that improved the training process of the 

network along with the detection accuracy. Furthermore, 

scaling only informative parts of an image proves 

significant to reduce the complexity of the network. As well 

as the network takes less time to localization and 

classification tasks that significant compared with 

conventional YOLO networks. The evaluation results of the 

proposed network showed in Table 2, Table 3, and Table 4. 

The network evaluated with a set of multi-scale test images. 

The multi-scale evaluation results showed in Fig. 5, and in 

Fig. 6 illustrates the performance comparison of the 

proposed network with robust object detection frameworks. 

The test set generated by considering the low-resolution 

image and small image that can prove the proposed network 

actual performance to scale all possible objects with 

satisfactory detection accuracy. 

6. Conclusions 

The proposed network adopts the simple unique learning 

method that uses an adaptive feature scaling process. To 

summarize, the proposed approach introduced adaptive 

learning to scale feature data from the image. The AFSNet 

examines part-based representation to localize visual 

information. It extracts distinctive object information and 

construct a set of samples of learning materials to solve the 

object detection tasks. Moreover, spatial relations observed 

to locate the visual parts. The feature scaling algorithm is 

employed to automatically learn a classifier that 

differentiates between visual parts and non-visual parts. The 

AFSNet achieved enormous detection accuracy of 84.1 

mAP with 36 frames per second (fps).  

 

        (i)Proposed Network                   (ii) YOLO 

Fig. 5 Detection results of the proposed network and YOLO object 

detector.  
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Table 2: Evaluation results on PASCAL VOC dataset. 

Method Backbone 

Evaluation Matrics 

 

Precession 

 

Recall 

 

mAP 

 

SSD300 [22] VGG-16 6.6 25.9 41.4 

ION [10] VGG-16 6.4 24.1 38.3 

Faster R-CNN 

[23] 
VGG-16 4.1 20.4 35.6 

AFS 

Convolutional 

Neural 

Network 

YOLO 24.9 28.3 55.7 

 

   

Fig. 6 The average performance comparison with the state-of-the-art 

methods. 

 

Table 3: The average precision comparison with the robust object 

detection framework. 

Method Backbone 𝑨𝑷𝑺
𝒃𝒃𝒐𝒙 𝑨𝑷𝑴

𝒃𝒃𝒐𝒙 𝑨𝑷𝑳
𝒃𝒃𝒐𝒙 

AFSNet  YOLO 24.9 28.3 55.7 

YOLO[15] VGG-16 6.4 24.1 38.3 

Faster R-

CNN [23] 
VGG-16 4.1 20.4 35.6 

ION [22] VGG-16 24.9 28.3 55.7 
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