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Summary 
Wireless Sensor Networks are emerging in various domains. One 

of the most important and challenging services in demand is 

locating of network nodes. In this paper, we adopted the 

methodology of the feed-forward neural network. We used the 

received signal strength of anchor nodes to locate. We also 

address the dependency of accuracy on the number of anchors 

and the network configuration. We then evaluate different 

training algorithms to obtain the best result using the selected 

training algorithm. Our proposed model is implemented on 

ESP8266 module for a real-time evaluation of the model 

performances. An average error of location of 0.189 meter is 

achieved using four anchor nodes and a neural network structure 

of 10-10-3. We can also implement this presented method on any 

embedded locating system. 
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1. Introduction 

Wireless Sensor Networks (WSNs) have come under the 

spotlight in recent years and have been adopted in various 

domains such as environmental, rescue operation [1], 

tracking of assets and people in hospitals or in military 

applications [2] and precise-based tracking of objects in 

warehouses and targeted advertising [3]. The sensor nodes 

of WSN are low-cost, small and have low-power 

consumption and offer interesting data storage, wireless 

communication, sensing and computing capacities. 

The most important service of WSN application is locating 

(process of the position determination [4]) among other 

challenging parts such as network architecture, 

synchronization, security, service quality and nodes’ 

deployment and calibration. For a significant locating, it is 

required to attach measured data to sensor data. For 

example, a hospital monitoring would automatically 

require locations of the medical staff or the person from 

which information data is received as every medical 

information has different specific requirements. To 

manage the application, it is necessary to provide node 

locations to assist network routing and coverage [5]. Over 

last years, researchers have addressed the node locating 

issue by providing various solutions (for example [6], [7], 

[8], [9], [10], [11], [12], [13], [14]). Usually, there is a 

trade-off between the complexity of computing, the 

locating accuracy [15] and the energy consumption. The 

existing indoor positioning systems achieve good 

accuracies using measurements from the surrounding 

locating environment such as Received Signal Strength 

(RSS), Time Of Arrival (TOA), Angle of Arrival (AOA) 

and Channel State Information (CSI) [3]. Various 

techniques are applied on these collected measurements to 

estimate the mobile node position including lateration [16], 

dead reckoning [17] and fingerprinting [18].  

Fingerprinting is one of the most used indoor locating 

techniques. In the offline phase, the positioning system 

builds a database of collected measurements from the 

locating references in the target location. Then, in the 

online phase, the system locates in real-time by comparing 

the new collected measurements to the ones stored in the 

database.  Many indoor positioning systems exploit RSS 

Wi-Fi values (collected from Wi-Fi locating nodes) due to 

their low hardware requirements and their simplicity [19] 

while other systems use CSI data to determine the target 

node position [20], [21]. Unlike RSS technique, CSI 

requires the modification of the device driver to adapt the 

system to Wi-Fi network interface cards.  

Multiple machine learning methods are utilized with RSS-

based fingerprinting locating to build locating models such 

as Neural Network [22], Support Vector Machine [23] and 

k-Nearest Neighbors (KNN) [24]. However, while deep 

learning is widely used in various domains and showed 

great results compared to traditional methods, it suffers 

from limitation on its ability to fully exploit the training 

data to learn the feature complexity. Thus, recent works on 

RSS-based indoor locating system [25],[26],[27],[28] 

explored deep learning models and used them to determine 

the target node position.  

WSN usually has a large spatial distribution of nodes 

which make the locating process very difficult when the 

nodes of the network are deployed. It may also be possible 

to move a node in different location within the network. 

For this purpose, it is required to implement an 

autonomous algorithm for the determination of locations. 

In this work, we propose a neural network-based locating 

in a wireless sensor network. We used the received Signal 

Strength (RSS) to determine locations of wireless sensor 

nodes. We made the following contributions: 
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 We used RSS values to determine locations of 

sensor nodes and explain their suitability for 

locating. No extra hardware will be required as 

the ESP8266 nodes are equipped with radio 

frequency modules for wireless communication. 

However, collected RSS values are affected by 

noise and multipath fading. 

 We considered a 2-D indoor locating 

environment, that are x and y coordinates to 

define locations. Thus, the ESP8266 module has 

a PCB antenna (which is not exactly omni-

directional) that allows almost equal 

performances regardless of the module 

orientation and heading. We explained the best 

configuration of anchor nodes used in our 

experiment. 

 

We present a 2-D indoor locating based on neural network.  

Global Positioning System (GPS) [29] is generally used 

for accurate locating. However, it cannot be employed in 

indoor environment due to required Line-Of-Sight signal 

when locating. Our method uses a feed-forward artificial 

neural network. We trained the network structures using 

Bayesian Regularization (BR), Levenberg Marquardt 

(LM), Scaled Conjugate Gradient (SCG), Gradient Decent 

(GD), Resilient Back-propagation (RP) and evaluate it to 

employ the bet neural network. 

2. The proposed neural network based 

mothed 

2.1 Definition of the locating problem 

Let us consider the deployment of n number of sensor 

nodes N= {N1, N2, … , Nn} with their respective 

locations L={L1,L2,… ,Ln}. Lxj, Lyj, Lzj are respectively 

the x, y and z coordinates of jth sensor node. With Lzj=0, 

we obtain a 2-D locating. The network nodes locate 

themselves using anchor nodes and every sensor node has 

knowledge of its location as anchor nodes. Thus, the node 

locating problem can mathematically be states as follows: 

For a given WSN represented by a W= (V, E) with M 

anchor nodes having positions {xm, ym} for all m ∈ M, 

we determine the coordinates {xk, yk} for nodes with 

unknown positions k ∈ K. 

2.2 Methodology 

Artificial Neural Network or Neural Network is a practical 

method for discrete and real values functions learning. We 

can obtain supervised learning with the use of ANN. We 

provide Inputs and outputs for the neural network to learn 

and create a suitable model. We generally use the ANN 

for regression and classification. A multiplayer neural 

network usually has interconnected neurons in three 

layers: input layer, hidden layers and output layer. 

 

There are two types of neural network: 

 Feed-forward: there is no feedback to the system 

and the outputs feed the next layer of the neural 

network. 

 Feedback: there are feedbacks to the system and 

the inputs/outputs feed the next layer of the 

neural network. 

 
 

Fig. 1  Structure of a general feed-forward Neural Network with 5 inputs 

and 3 outputs 

 

The main three neural network types used for locating [30] 

are Recurrent Neural Network (RNN), MLP and radial 

Basic Function (RBF). 

Collected RSS values are very unstable and can easily be 

affected by the sensor node mobility and noise within the 

environment. By using the neural network, the knowledge 

of noise distribution and the environment becomes 

unnecessary. Thus, unlike other techniques (Kalman filter 

…) we can obtain higher locating accuracies by using the 

neural network.  

By comparing the three neural network types, MLP offers 

the best trade-off between requirements of the memory 

and accuracy. MLP comes as the best one. Therefore, we 

used it in this study. 

We used Matlab for MLP neural network implementation 

(feed-forward artificial neural network). We adopted the 

solution shown in Figure 1 with three inputs, three nodes 

in the output layer, and ten nodes in both the first and the 

second layers. We use the collected RSS from three 

anchor nodes as inputs of the neural network to obtain the 

mobile node coordinates (x, y) in the output. 

In the first and the second layer, the nodes use the 

activation function of hyperbolic tangent sigmoid. The 

third layer use “purelin” as a linear activation function. 

We adopted the Bayesian Regularization algorithm (BR) 
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as the training algorithm of our system because it gives 

optimal results. As the BR algorithm is only required in 

offline phase, we employed it although its training time 

was high. The output coordinates and RSS values in the 

matrix structure are as shown in (1). 

 
 

                                                                                           (1) 
 

 

Where:  

 rssij are the values of rss signals at the ith node 
(reference point), from the jth anchor node. 

 xi and yi are the coordinates of the ith anchor 
(reference point). 

For this study, we used three anchor nodes and a total 

number of nodes (reference nodes) of ten.  

Our obtained neural network is as shown in equation (2). 

 

                                                                                     (2) 
 

Where:  

 rss are the values of rss signals collected from 
three anchor nodes (row vector of length three). 

 wnm is the mth node at the nth layer weight vector. 

 bnm is the bias vector the mth node at the nth layer. 

 

We incorporated equation (2) on a mobile node based on 

ESP8266 module for node locating. It can also b 

implemented on other platform of programming. 

3. Data Collection  

3.1 RSS values collection 

For the experiment, we used ESP8266 modules which are 

compliant with the IEEE 802.11n standard called Wi-Fi as 

sensor nodes.  Anchor nodes are constituted using 

ESP8266 modules. The node communicates by the 

standard Wi-Fi communication that serve data at over 

7Mbps and operate at 2.4 GHz frequency band which is 

the ISM band (Industrial, Scientific and Medical). The 

ESP8266 transmitter has a transmitting power of +14Bm 

that is 25mW (TX power of IEEE 802.11n transmitter), 

the ESP8266 receiver sensibility is -72dBm that is 6 to the 

power of -8 mW and a communication range of about 20-

40 meters for indoor environments. The ESP8266 module 

has the RSSI().Signal() feature which permit to read RSS 

values.  

Anchor nodes receive a signal from mobile nodes as a 

request to send locating data. Anchor node then sends 

locating data to mobiles nodes. The mobile node receives 

one RSS value from anchors nodes (Figure 2). We collect 

RSS values using Arduino software and analyze it using 

Matlab software running on Windows 8.1. 

 

 

Fig. 2  Communication between anchor node and mobile for RSS 

measurements 

3.2 RSS values collection 

The neural network training and testing phases require a 

set of data [28]. In this study, we created the dataset using 

the collected RSS for each mobile node. Experimental 

environment structure is very important for indoor 

locating [31]. Collection of RSS is carried out in indoor 

location that contains tables, computers and chairs. As 

shown in Fig. 3., the collected training data structure is 

5x6 measurements points (red points). Distance between 

grid points is 0.2 meter. We used measurements of the 

training positions and the unknown positions for testing. 

As illustrated in Fig. 3., we chose the unknown positions 

(blue points) between the points of the training 

measurements. 

In order to determine the best nodes configuration for our 

application, we used the following configurations: 

• 2 anchors: 1 and 3, 2 and 3. 

• 3 anchors: 1, 2 and 3, 1, 3 and 4. 

• 4 anchors.  
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Fig. 3  Setup layout of the experiment 

4. Results 

For this study, we used five training algorithms (LM, RP, 

GD, BR, and SCG) as the neural network requires a 

supervised learning. We conducted tests with varying the 

number of nodes, the layers and the various activation 

functions. Optimal results were obtained using a three-

layer network with 12-2-2 structure. We employed: 

 Ten nodes in the first and second layers (hidden). 

 Three nodes in the output layer. 

 

And we used: 

 The function of the output layer is “Pureline”. 

 The activation function is “hyperbolic-tangent 

sigmoid”. 
 

In order to evaluate the performance of the configuration 

of different anchor nodes, we use the 10-10-3 structure 

with different number of nodes as inputs. 

To obtain the best training algorithm for our neural 

network, we perform the experiment using four anchors. 

The data structure we used for training consists of 3000 

data sets (70 percent used for training and validation, 30 

percent used for the test). Furthermore, we tested the 

performance of the network using 100 data sets (obtained 

from two unknown positions). We evaluate the network 

performance by comparing the estimated distance to the 

exact distance. Equation 3 illustrates the average error 

between both estimated and exact distance: 

 

                                                                                   (3) 

                                                                                         

Where: 

 n is the number of data sets used for the test. 

 (xe, ye) is the estimated position of the mobile 

node at the ith data sets of the tests. 

 (xi, yi) is the estimated position of the mobile 

node at the ith data sets of the tests. 

 

Average locating error obtained in the test phase is shown 

in table 1 and the training time using the five training 

algorithms is illustrated in table 2. 
 

Table 1: Location error of different algorithm using 4 anchor nodes 

Locating 

algorithm 

GD SGC RP BR LM 

Average 

Error (m) 

0.78 0.51 0.47 0.08 0.12 

Maximum 

Error (m) 

2.35 2.24 2.13 1.28 1.43 

Average error 

(m) at an 

unknown 

location 

 

1.14 

 

0.78 

 

0.67 

 

0.36 

 

1.79 

Table 2: training time of the neural network for different algorithm using 

4 anchor nodes 

Locating 

algorithm 

GD SGC RP BR LM 

Training time 823 s 83 s 186 s 725 s 67s 

 

 

We obtained an average error percentage less than 0.75 

meter. GD, SCG and RP algorithms have low errors while 

they have a quite high maximum error compared to BR 

and LM training algorithms. Training time of GD and BR 

algorithm is also high compared to the other three 

algorithms. Thus, in our case we chose BR and LM 

algorithms because the training of the neural network is 

performed in offline. Those algorithms are used for the 

neural network that will be implemented on the mobile 

node. 

 

The locating error for different anchor node configurations 

(LM and BR training algorithm) of the neural network is 

shown in table 3 and 4. We obtained the lowest average 

errors of those configurations using four nodes network. 

Maximum error of LM algorithm is quite the same when 

using three and four anchor nodes.  The configuration with 

anchors 1, 3 and 4 gives slightly better results compared to 

configuration with anchors 1, 2 and 3. 
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Table 3: Average and Maximum error for BR and LM algorithms using different configurations of anchors

 

 

 

 

Table 4: LM algorithm average errors at an unknown position for different configurations of anchors 

 

 

 

Results show that when the required locating accuracy is 

less than few meters, RSS-based locating can be used. 

However, we can add sensors (ultrasonic [14] …) for 

RSS-based locating applications to increase the accuracy.  

Author in [32] presented a 2-D/3-D locating algorithm 

using the technique of Weighted Centroid (WCL) which 

controls the involved anchor nodes by an optimized 

threshold. Author in [33] used a modified high-resolution 

range-independent (HIRLoc) locating technique using 

omni-directional antennas. A comparison between our 

proposed technique and those presented below is given in 

the table below. Neural network for 3-D locating with four 

anchor nodes [34] has an average error of 0.4855 meter 

for 2-D locating. In our study, we achieved a locating 

error less than 0.75 meter of 97% of the mobile nodes. We 

used a 10-10-3 structure for our neural network with four 

inputs. The first layer uses the hyperbolic tangent sigmoid 

as an activation function while the second layer use the log 

sigmoid as the activation function and the output uses a 

linear function as an activation function. We then obtained 

an average locating error of 0.189 meter using four 

anchors which is lower than result in [34]. Thus, our 

proposed algorithm is carried out in a real indoor 

environment whereas the algorithm in [34] is based on 

simulation. 

Table 5: Comparison of locating algorithms and our proposed method 

Locating algorithm Environment Anchor 
number 

Average 
error 

WCL(2-D) [32] Simulation 100 > 3 meters 
Modified HIRLoc 

Scheme [33] Simulation - 3.51 
meters 

Neural Network 
[34] Simulation 4 0.4855 

meter 

Our proposed 
technique 

 
Real-time 

2 0.547 
meter 

3 0.235 
meter 

4 meter 

5. Conclusion 

In this paper, we proposed an efficient 2-D locating 

algorithm for WSN based on the artificial neural network. 

Depending on our application environment and by 

selecting the number of anchor nodes, we studied the 

performances of various anchor configurations. Using 

collected RSS values , we evaluated five training 

algorithms (LM, RP, GD, BR, and SCG) to obtain the best 

neural network structure. BR algorithm showed the best 

result but with a quite high training time compared to the 

other algorithms. For this, the BR algorithm can be used 

for application wherein the training phase is offline while 

the LM algorithm can be used for application wherein the 

training is online. 

By using the two messages communication protocol to 

obtain the locating inputs, our proposed sytem manages 

energy and resources efficiently.  

For future works, our works will aim to find the best 

filtering method of RSS values received by anchor nodes 

and the best network topology to reduce the locating error. 
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