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Summary 
Among Artificial Intelligence research, feature extraction of 

Arabic handwriting is still an important topic and interesting 

challenge. This work is based on Smale’s framework which is 

proposed in his paper “Mathematics of the Neural Response”.  

According to his proposal, hierarchical architectures can be seen 

as two sequential and different steps or stages: creating templates 

and measurements of similarities respectively. The main task of 

this work is to enhance the accuracy of recognizing Arabic 

handwriting using Smale's framework. To achieve this goal, this 

paper presents a statistical developed hierarchical method to 

improve the extraction of features which have been proved to be 

more effective in the stated research of Arabic hand-writing 

recognition. This method introduces one criterion for the 

selection of informative template based on the arithmetic mean. 

On the other hand, it considers the Square Pearson Correlation 

Coefficient (SPCC) technique as a similarity measurement. 

Key words: 
arithmetic mean – derived kernel – neural response – template - 

Squared Pearson correlation Coefficient - IfN/ENIT databases. 

1. Introduction 

When we look for numbers of layers which are related to 

computation , there are two kinds of single layer such as; 

splines[1], support vector machines [2] and regularization 

networks[3]. On the other hand, multi-layer architecture 

where each layer of the architecture is performing similar 

computations consisting of the creating template and 

measuring similarity operations. Smale et al. introduced a 

theoretical of hierarchical architecture framework in [4]. 

There are many researches proposed to improve the 

achievement of it such that Jake et al.[5] suggested a 

generalized representation of derived kernel and neural 

response. In [6] Ramadhan et al. combined Sparse 

representation with hierarchical architectures to build 

hierarchical sparse method (HSM). For image 

classification a new study a sparse-based neural response 

feature extraction technique was proposed[7].  In other 

studies, to enhance the effectiveness of a choosing 

template, there are many attempts appeared such that , by 

using k-mean[8, 9]  and entropy[10]. Recently, new work 

was suggested in [11] which combined an entropy method 

which uses as a criteria to select informative template with 

Squared Pearson correlation Coefficient (SPCC) technique 

which adapts to similarity measurement in order to 

improve the performance of the hierarchical method. On 

the other hand, there are many researches that have been 

presented for recognizing Arabic handwriting. A few of 

these works are for isolated character recognition, while 

most for whole word recognition. For instance, an off-line 

character recognition was improved by Ab-uhabiba. et al. 

[12]. In that work an algorithm was introduced this based 

on skeletons that reflect the structural relationships of the 

letter components. In other works[13], the researchers take 

out moment-based features in order to recognize 

handwritten Arabic character. Using structural systems to 

identify off-line Arabic handwriting was presented by 

Mohammad et al.[14]. Author’s in [15] presented a novel 

and simple system to recognize off-line Arabic 

handwriting characters through three steps creating 

database, segmentation and similarity. With the same goal 

but different data and method, Ramadhan et al. [8] 

presented new way based on hierarchical procedures. For 

same data, a new method that used shape-based alphabet 

for handwriting Arabic recognition showed in[16]. The 

[17] paper suggested a system that reached high accuracy 

using effective segmentation, feature extraction, and 

recurrent neural network (RNN) respectively. 

A new approach which dealt with offline recognition 

cursive Arabic handwritten text was presented by [18] 

which built on Hidden Markov Models (HMMs) .  

Our approach is based on Smale’s hierarchical framework 

with some modifications that he has obtained templates by 

randomly extracting image patches from an image set 

segmentation but this work suggests a new criterion based 

on arithmetic mean to select an effective template; 

however, Smale’s utilized a dot product as similarity 

measure.  Consequently, here Squared Pearson correlation 

Coefficient (SPCC) technique was considered as similarity 

measures for more accuracy. 

   The rest of this paper is structured as follows. In Section 

2, some basic terminologies and concepts will be 

introduced and reviewed to be used throughout the paper. 

Choosing the effective templates technique based on 
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arithmetic mean is presented in section 3. Section 4       

presents Squared Pearson correlation Coefficient (SPCC) 

 techniques as similarity measures. The proposed method 

to recognize Arabic handwriting data and discussion the 

results is presented in Section 5. Finally, in Section 6 the 

conclusions and future work are discussed. 

2. Basic Concepts and Terminology 

2.1 Arithmetic mean (AM) of images  

The arithmetic mean criterion is defined as the average of 

all pixels within a local region of an image.  

The definition can be elaborated as follows: 

 
Since this work deals with statistical concepts, the full 

image is imagined as a population and the templates as 

samples. According to the statistical hypothesis testing 

approach, there is a relationship between AM of samples 

and AM of population. We can benefit from such an 

approach by experimentally designing a threshold that 

allows us to choose some informative templates. We 

encourage the reader for a more detailed study to consult 

[19, 20]. 

   

2.2 Squared Pearson correlation Coefficient (SPCC) 

Pearson correlation is a commonly used for the similarity 

between different brain states [21-27]. For more efficient 

authors in[11]used the Squared Pearson Correlation 

Coefficient (SPCC) as a similarity measures like us in this 

research.  

The mathematical expression for (PCC) is  

 
Where  is the strength of the pixel in image 1, 

And  is the strength of the pixel in image 2,  

While   is the mean intensity of image 1,  

and  is the mean intensity of image 2,  

As we mention above ,this paper utilizes squared Pearson 

correlation coefficient (SPCC) which equals    [11]  

2.3 Framework of Hierarchical Architectures (FHA) 

Since our study is based on the FHA which was introduced 

by Smale et al, the main elements of this method can be 

mentioned as follows:  

1) Ground works. 

The components needed to state the FHA are given: 

a) Limit architecture defined by nested layers i.e. the 

case of architecture in this work formed by three 

layers u, v and sq such that 

  . 

b) Between adjacent layer there were transformation 

function as: 

 

 

c) On each layer we defined Function spaces. 

 

 

 

 

 

d) Connecting a real world setting to the 

mathematical model by templates 

. 

2) Similarity measure 

When the previous objects are ready, we turn to the next 

step which is sometimes called derived kernel.  

We will choose the SPCC on u as, i.e. 
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The normalized kernel  can be found by 

 

3) Neural response 

After that we compute the neural response of first layer as 

 

e) 
 According to the hierarchical architecture view, 

this work uses a recursive definition of the 

derived kernel and associated neural response at 

every layer. For more detail see[4-6, 9]. 

3. Contribution of this work 

The key semantic component in the SHA method is a 

template because it is always extracted from data. On the 

other side, the ability of recognizing patterns relies on a 

hypothesis that classes occupy different regions in the 

feature space. According to that, we need to select an 

effective template to satisfy discriminative information 

and small numbers to enhance the efficiency and 

recognition accuracy. For this goal, this paper introduces a 

template selection method based on AM. 

It is worth noting that they are two kinds of templates: 

The first layer templates: which has size u (i.e. It is 

reasonably small since it covers only the basic elements of 

the images.) . 

The second layer templates: which has size v (i.e. It is 

large enough to include approximately full (almost) image 

where more discriminative structure.) . 

It is worth noting that the best size of the template is 

determined experimentally.  

The suggested template selection technique is offered as 

follows 

First of all, let us denote by  the initial template set 

of layers u and v respectively which arbitrarily take out 

sub image patches from an image 

set of size u and v. The target of SHA method was to 

choose the informative template sets and  through 

eliminate the redundancy of initial template sets Tu and Tv 

such that 

 
For the threshold, it designs experimentally based on idea 

that the mean of sub-image (i.e. sample) is closer to the 

mean of an image patch (i.e. population). 

a) Compute the AM of an image patch, i.e., 

 
b) Randomly create sub-image (i.e. initial 

template ) from image patch 

c) Compute the AM of an initial template, i.e., 

 
d) Test the threshold. If it is violated return to step 

b) 

Else, add  to  and then return to step b. 

e) Continue do these iterations until reach a 

certain tolerance.  

f) The iteration is terminated. 

 

Algorithm 1 choosing of  

1. Input: Full image (I) and number of template d 

2. Output:  

3. count=1 

4. ,  

5. μ=mean (I) 

6. While count < d 

7.     create  (randomly)  

8.     x=mean ( ) 

9.        if x~ μ 

10.         = ∪ , count=count+1. 

11.         m=m ∪ x 

12.        Else go to 4 

13.      End if 

14.   if mean(m) ≈ μ 

15.    goto 16 

16.   end if. 

17. end while 

18.  = ∪∅ 
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4. Experimental and results in depth 

In this section, we demonstrate the accuracy and 

effectivity of the presented system on the special case of 

IfN/ENIT databases. The testing was performed on a 

computer with 4 GB RAM and 3.70 GHz Intel Core i3 

processor and the code was applied in MATLAB. 

4.1 Description of Database 

Arabic script appears the great rank due to several facets, 

for example, every Muslims (around ¼  of (the) people on 

the earth) should be learned Arabic language this is 

because it is the language of Al-Quran, the holy book of 

Muslims, in addition to Arabic characters adopted to use in 

many languages like Malay, Jawi, Urdu, Persian and 

Pishtu, (more than a half of a billion people). Furthermore, 

the study area of recognizing hand writing Arabic is still 

challenge due to limited studies and therefore, more 

research is required. On the other side, IfN/ENIT 

databases are usually used as the main database accessible 

for Arabic handwriting recognition task. It consists of 

26,459 images of 937 cities and names of Tunisian towns 

and it was written by 411 different writers. 

The performance of the suggested technique is evaluated 

on the special case of IfN/ENIT databases which was 

described and used in[8]. It characterizes as extracted from 

IFN/ENIT Database, Number of categories is 37 and 

consists of 209201 samples in total. Note that, letters were 

distributed on the basis of shape regardless of its position 

in the word in one group, the total classes in this test was 

37. For a more detailed discussion the reader is 

encouraged to refer[8]. Fig1 shows the sample of images 

from this database. 

 

 

Fig. 1  Samples of database 

4.2 Experiment procedures 

First of all, this study concerning three-layer architecture. 

It is worth pointing out that, we scaled images to 50x50 

using imresize function in Matlab because the original 

images have different size. To construct template set we 

randomly selected five images from each subject. For each 

class, we randomly divided the reference data into two 

equal groups one for training and other for testing. 

However, most of the previous research on IfN/ENIT 

database had tested on the set-e and trained their systems 

on the sets a–d. 

This is due to the need for large training data for learning 

by the statistical classifiers. The testing of this study 

defines the dimension of the first layer template as 21*21 

and that of the second layer template was defined as 29*29. 

To the best of our knowledge, the performance of the 

developed method is significantly affected by the 

following parameters: size of the available training set (Tr), 

patch size (u,v), selections of template size (Te). After 

carefully studying the above experiments, we acheive the 

ideal parameters values utilized to reach the best accuracy 

are: u = 20; v = 28; and Te = 6 

4.3 Discussion of the results: 

As for accuracy of the recognition itself, the developed 

method indicates that the performance comparable with 

the state-of-the-art results on the same data. As it can be 

showed  in Table 1, the proposed system has more 

accuracy comparable to the[8].  In this test, the proposed 

technique was adopted as a feature extraction step while 

Support Vector Machines (SVM) was used for a 

classification step. Note that, the effectiveness of the 

developed technique was demonstrated by comparing it 

with previouse work in [8] which dealt with the same data. 

Consequently, figure2 indicates that the suggested system 

has better performance than other previous approaches on 

the off-line Arabic handwriting recognition task, especially 

when the writer of object abides the rules of the Arabic 

writing. 

 

Authors Accuracy 
Ramadhan et al.[8] 63.75 

Developed 74.43 

Fig.   2  Comparative results 

Moreover, figure 3 displays that the developed method 

passed to recognize every object at least 18% from total of 

object which means SHA is acceptable method to 

recognize off-line Arabic handwriting.   
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Fig. 3  Recognition accuracy for every classes 

To reach the adequate analysis of ability recognizer, the 

most important of the main source of errors were 

highlighted as follows: 

a) Here, testing dealt with a lot of database, so the 

errors increased. 

b) Most of those who wrote this data did not follow 

the Arabic writing rules. 

c) In special case many letters in Arabic only differ 

by dot so the differentiate between letters is a 

very hard task specially when writer not care 

about it. 

d) Some errors comes from segmentation, so the 

segmentation step requires more tuning. Figure 4 

displays side of challenges in this research which 

shows how same objects can be appeared as 

different way according to position and writer.    

 

 

Fig. 4  Same objects has a different shape 

5. Conclusion and future work: 

This paper presented experiment results on off-line Arabic 

handwriting text recognition using statistical hierarchical 

architecture. The developing method is a hybrid Smale’s 

framework and statistical measurement in order to enhance 

the accuracy of recognition off-line Arabic handwriting. 

For future work it is required to use more database to test 

our algorithm and also the word segmentation should be 

observed into in the first place, because it is presently the 

key source of recognition errors.  On the other hand, focus 

on design of the relation between letter-body and a dot 

recognizer should increase the recognition rate. 
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