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Abstract—Cloud computing is a contemporary cost-effective model 
in which the computing resources are dynamically scaled-up and 
scaled-down to customers, hosted within large- scale multi-tenant 
systems. These motivations can attract organizations to shift their 
sensitive data and critical infrastructure on cloud environments. But 
the cloud environments are facing a large number of challenges of 
misconfigurations, cyber-attacks, rootkits, malware instances etc. 
which manifest themselves as a serious threat to cloud environments. 
These threats noticeably decline the general trustworthiness, 
reliability and accessibility of the cloud. Security is the primary 
concern of a cloud service model. However, a number of significant 
challenges revealed that cloud environments are not as much secure 
as one could expect. cloud providers have implemented different 
security perimeters to mitigate these attacks, but these strategies are 
not impenetrable. A myriad of previous studies has demonstrated 
how cloud environment could be vulnerable to attacks through 
shared file systems, cache side-channels, or through compromising 
of hypervisor layer using rootkits. Thus, the threat of attacks is still 
possible because an attacker uses one VM to control or access other 
VMs on the same hypervisor. This paper presents the classification 
of security attacks across different cloud services. It also indicates 
attack types and risk levels associated with different cloud services. 
The attacks get more severe for lower layers where infrastructure 
and platform are involved. The intensity of these risk levels is also 
associated with security requirements of data encryption, multi-
tenancy, data privacy, authentication and authorization for different 
cloud services. 
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1. Introduction 

This research investigates the potential security threats and their 
countermeasures revealed within cloud systems. The main goal of 
this study is twofold: to review the existing threat model and to 
assess the state-of-the-art attacks in cross-VM settings along with 
their countermeasures. To 

 
place this work in context, this paper also offers a broader 
perspective on security issues in virtualization and their 
countermeasures. 

 
Cloud computing security denotes to a broad set of strategies, 

technologies, and controls organized to protect data, applications, 
and the associated infrastructure of cloud computing [1].It is the 
main concern of enterprises when shifting its critical information to 
geographically distributed cloud platforms and these platforms are 
directly not under the control of that organization. Additionally, 
traditional IT information system security procedures, security 
configurations, firewall rules can help in reducing the cloud attack 
surface. The main security principles that protect information 
assurance are confidentiality, integrity, availability, authentication, 
authorization, auditing, and accountability. 

 

2. Attack Vectors in Cloud Computing 

As discussed, cloud computing provides new characteristics to 
facilitate enterprises and individuals to deploy IT infrastructure. 
However, these new characteristics in turn strengthen already 
existing vulnerabilities and introduce new vulnerabilities. The Cloud 
Security Alliance (CSA) has recognized several well-known attacks 
that can compromise customers’ computations and data in clouds 
[2]. These attacks have been categorized into different classification 
based on the attack vectors. Figure 1 illustrates the abstract 
architecture of a cloud system with the possible attack vectors. Here 
“x” indicates the possible attack vectors which are discussed as 
follows: 

 

2.1. Potential Attack Vectors 

• Service interface: To access the services in cloud 
computing, a customer first requires registering an account 
on the official website of the cloud provider. The customers 
need to login into their account to use the cloud services. At 
this point, an attacker can penetrate itself in a cloud system. 
As some 
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Figure 1. Potential Cloud Attack Vectors 
 
 

cloud systems have not strong user identification and 
authentication process, this gives a strong possibility to an 
attacker to hijack customers’ account and access or 
compromise the sensitive or private areas of cloud services. 
Secondly, customers interact with the cloud services by 
using some User Interfaces (UI) or Application Program 
Interfaces (APIs). If these interfaces are not configured 
properly or securely, an attacker can easily exploit the 
vulnerabilities to hack credentials or compromise the cloud 
services [3]. 
 

• Networks: Cloud computing allows customers and end-
users to access its services through networks.    If networks 
are not properly secured, attackers can steal sensitive data 
during transmission. Addition- ally, attackers can launch 
different attacks on net- works e.g., Denial-of-Service (DoS) 
that fully utilize the cloud system resources. As a result, 
such attacks prevent customers or end-users from accessing 
the data or applications [3]. 

 
• Cloud Administrators: The cloud administrators have 

been granted an admin role, a privileged role, that supports 
management of the cloud infrastructure and services. Non 
reliable or compromised cloud administrators can be the 
main source of high security risks to the customers in the 
following ways. First, an unfortunate mishap or accident 
can occur in a cloud system that leads to permanent data 
loss or leak of customers’ sensitive data. Such mishap or 
accidents compromise of accidental data deletion by cloud 
administrators, or a physical disaster such as   a fire in cloud 
data center or an earthquake. Second, an insider regardless 
has full access of the data stored in the cloud. He can easily 
misuse or exploit the sensitive information of customers 
stored in the clouds or compromise the key management of 
cloud [3]. 

 

3. Vulnerabilities in Cloud Computing 

Traditional security threats such as the vulnerabilities in 
networks and the related operating system attacks encountered in 
local networks and systems, are also applicable to the domain of 
cloud computing. Cloud providers introduce 

new, advanced features in cloud computing, which can in turn lead 
to new security threats to both cloud providers and consumers. 
Firstly, consumers should trust cloud providers when using 
computational resources and storage devices. Security perimeters, 
resource allocations and the management of cloud services are not 
handled or managed by consumers, in fact these are strictly 
controlled and monitored by cloud providers. Consumers are highly 
dependent upon cloud providers for securing their sensitive data and 
computations. Secondly, cloud providers usually facilitate multi-
tenancy infrastructure, which helps reduce its cost and maximize 
resources usage. Due to this feature, multiple VMs belonging to 
different untrusted consumers can be located on the same physical 
machine. This facility can effectively enhance whole system’s 
resource utilization and can likewise reduce operational costs. 
However, this feature can also bring new vulnerabilities to a cloud 
system, due to sharing of the same hardware resources and storage 
devices. Thirdly, the cloud providers use virtualization technique to 
manage resources more efficiently. This extra software layer can 
make systems more complicated and can add new attack vectors. The 
aim of this research is to analyze the existing cloud vulnerabilities, 
and also to discuss countermeasures proposed in prior work for 
mitigating these cloud-based vulnerabilities. In general, the 
classification of these vulnerabilities and countermeasures are 
based on attack vectors. 

 
3.1. Vulnerabilities in Virtualization 

The infrastructure of cloud computing runs through the concept 
of virtualization, in which a single physical system is assigned to 
multiple users at the same time. In such situations, there are 
possibilities of exfiltration of data [4]. The introduction of a new 
layer in virtualization may create a single point of entry for attackers, 
if virtual machine monitor is compromised. Three types of 
vulnerabilities on virtualization can exist which are as follows: 

 
OS level virtualization Multiple guest OSs run on a host OS, that 

has the control and visibility of each guest OS. Within this type of 
configuration, by compromising the host OS, an attacker can obtain 
control of the entire guest operating systems running on the host 
OS [5]. 

 
Application-based virtualization is layered above host OS. In 

this type of virtualization, each VM has its guest OS that is running 
different applications. Application-based virtualization also suffers 
from the same type of vulnerability as OS-based vulnerabilities [5]. 

 
Hypervisor or Virtual Machine Monitor (VMM) Hypervisor 

is a piece of code embedded in host OS. Such    a code may contain 
native errors. This code runs at a boot time of the host OS, to control 
multiple guest OSs. If the attacker is successful in compromising the 
hypervisor, then the entire controlled guest OSs can be compromised 
[5]. Well-known attacks on hypervisor are given below. 
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In [5], [6] VM escape techniques were defined as being where 
an attacker creates a program that executes a VM, whose purpose is 
to access the hypervisors’ root privileges by breaking the isolation 
layer. Using VM escape, an attacker can access the host OS, 
bypassing the hypervisor layer and other VMs running on the same 
physical machine. Virtual machine sprawl is another challenge for 
cloud organizations. With virtual machine sprawl, the number of 
virtual machines running within a virtualized environment increases 
due to the creation of new virtual machines that are not necessary 
for business. Due to this, the new virtual machine will misuse the 
cloud infrastructure [7]. 

 
Virtual machine can run on cloud computing which can be 

accessed through the Internet. This indicates that their theft can take 
place remotely. Most hypervisors can store contents of the virtual 
disk for each VM as a file, which allows VMs to be copied and run 
from other physical machines. While this is a convenient feature, it 
is also a security threat. Attackers can copy the VM over the network, 
or to a portable storage media, and then access data on their own 
machine without physically stealing a hard drive [8]. Once attackers 
have direct access to the virtual disk, they then have an unlimited 
time to defeat all security mechanisms, such as passwords, by using 
offline attacks.  The second security breach of the virtual disks 
discussed in [8], is how attackers could corrupt or externally-modify 
a file while the VM is offline. This means the integrity of an offline 
VM may be compromised if the host is not securely protected [9]. 

 
The hypervisor manages the resource allocation between the 

host and guests’ machines. The ultimate goal of the at- tacker is to 
compromise the hypervisor, in order to access the host OS with the 
same privileges as that of the hypervisor [10]. 

 

3.2. Rootkit 
 

Rootkit is a software or application-level tool that enables an 
unauthorized user to gain control of a computer system without 
being detected. In Virtualization, cross virtual machines can 
penetrate rootkits to other virtual machines, can crash hardware, or 
even can access sensitive information. Rootkits have multiple 
capabilities, they are able to   not only hide malware, but can also 
conceal malware from analysis and detection processes utilized by 
defenders [11]. 

 

3.2.1. Rootkit in Hypervisor.  
 

The new guest OS in virtualization assumes it is running at the 
host OS, with the corresponding control over hardware and 
resources. How- ever, in reality there is no concept of the host’s 
existence. A compromised hypervisor can also be used to create a 
covert channel for executing unauthorized code into the system.  
Through this approach, an attacker is able to control any VM running 
on the host machine and can consequently manipulate system 
activities [5]. 

3.2.2. Hijacking the Hypervisor.  
If the rootkit can insert itself beneath the guest operating systems, 

it can control    the entire system [12]. This is exactly what rootkits 
achieve through different modes of x86 modern architecture, as 
explained below. Figure 2 shows the x86 modern architecture, along 
with root-kit privileges level. 
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Figure 2. Privileges Level of Rootkit 

 
 

• The User-Mode Rootkit resides in Ring 3, along with 
some other applications as user, rather than low- level 
system processes. These can help in achieving objectives by 
replacing a system’s binary ap- plications, or by over-
writing a Dynamically Linked Library (DLL) [11].  
 

• DLL Hooking and Injection User-mode rootkits can 
exploit an API hooking by using DLL hooks. A well-known 
user mode rootkit is the Vanquish rootkit [13], which 
redirects Windows API calls to hide files, folders and 
registry entries [14]. This is accomplished by injecting a 
malicious DLL into a target process, acting as an 
intermediary for API calls to intercept requests for files, 
folders or registry entries, to filter them [11], [15]. 
 

• Kernel-Mode Rootkit These rootkits reside in Ring 0 
which has the highest operating system privileges level by 
adding some code or modifying the portions of the core 
operating system, including both the kernel and associated 
device drivers. 
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•  System Management Mode Rootkits These rootkits 
(SMMR) normally reside in Ring2. The purpose of their 
development is to support low-level strategy that is 
developed through BIOS and Firmware Rootkits. 
 

 
 

4. Related Work 

4.1. Cross-Channel Attack in Cloud: 

The aforementioned attacks are general threats to a 
cloud model. Following are well-known Cross- Channel 
attacks in a cloud model that are close to our research. 

4.1.1. Side Channel Attacks.  

Side-channel attacks are a class of physical attacks in 
which an adversary tries to exfiltrate the sensitive 
information of other virtual machines. The use of 
virtualization can introduce new security vulnerabilities, 
such as using cross VM-Side channel attacks, to extract 
information from a target machine [16]. Some of the most 
well-known side channel attacks have been discussed as 
follows. 

 
The most effective cross VM-attack is an access-driven 

attack that exploits shared micro-architectural modules like 
caches. In it, the attacker executes a program of code on the 
system, which performs cryptographic operations. This 
program executed by attacker monitors the use of cache to 
learn information about the key [17]. 

 
A time-driven side channel attack is possible when the 

total execution times of the cryptographic operations with a 
fixed key, is influenced by the value of key. The influence is 
exploited by an attacker who can calculate such timing, in 
order to statistically gather information about the key [18] 
[19]. 

 
A trace-driven attack is used to capture a profile of the 

cache activity. This states that the attacker can obtain access 
to a running profile in which cache activity is monitored, 
and then process it in order    to extract the actual activity 
from the other profile content [18] [19]. 

4.1.2. Covert Channel.  

Covert channels are virtual communication channels 
between entities, which bypass the rules of communication 
between them. Within the virtualization context, these give 
the attackers new opportunities for communication, without 
being noticed by the VMM (Virtual Machine Monitor) 
security module [20]. Therefore, the evolution of security  
threats   arises   within the context of virtualization, and this 
need to be eliminated in order to obtain the full advantage 
of 

using this technology. 
 

In [21], researchers demonstrated a covert channel 
between the virtual machines on the Xen hypervisor [22]. 
This was based on the fact that table that maps the machine 
address frames to the pseudo physical frames of the virtual 
machine can be read by any guest VM. 

 
Rutkowska [23] implemented a method of TCP/IP 

steganography called NUSHU, leaking sensitive data from 
a compromised system through network packets generated 
from it. Murdoch and Lewis [24] have addressed the 
various possibilities of covert channels, using TCP/IP 
header steganography.  It has been observed that this may 
be applicable within the virtualized scenario. 

 
Murdoch and Lewis [24] described the header fields that 

make room for steganography and developed the novel 
‘Lathra’ method for a covert channel, using TCP ISN (an   
initial   sequence   number). It also stated that an external 
warden, being a program or entity, which can watch and 
analyze data transfer between two systems or programs, 
cannot distinguish the ISN generated by a machine from a 
manipulated TCP header. The recovery of encoded message 
is only possible with the key used for generating ISN. This 
covert channel can    be implemented between VMs and 
cannot be identified by the VMM [21]. 

 
It was hypothesized in [21] that a timing covert channel, 

which can be used to communicate covertly between VMs 
and an attacker, can be used to leak information from 
possible VMs. To send information covertly from a VM, 
TCP packets need to be sent at different time intervals. If a 
TCP packet is sent at a specific time interval, the receiver 
then recovers message as bit 1 else bit 0 [25]. 

 
A new network-based covert channel has been 

identified, using two sockets to transfer data covertly.  This 
can be used by an attacker, in order to leak information 
from a VM [21]. 

4.1.3. Attacks on Images.  

An attacker can attack OS images, in order to obtain 
sensitive information from other guest OSs, and to crash the 
OS. Even     if VMs are inactive, attackers can still manage 
to access them. This is because the backend data center is 
permanently activated, and an offline VM is not considered 
to be the powered-off home computer. Secondly, pre-built 
images need to be carefully scanned, in order to circumvent 
legacy-vulnerable applications or trapdoors. As an example, 
AWS pre-built images store builders SSH keys internally, 
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meaning that all hosts using such types of images are 
accessible by publishers [6]. 

 
As a common practice in cloud computing, cloud 

providers can create a template image of an Operating 
System (OS), and then clone it to multiple machines. If 
there is some vulnerable VM template images, then it may 
spread over many systems. An attacker can rent one of these 
VMs and can accordingly analyze all important 
configurations, including administrative rights. Another 
key issue they have raised is that an image can even be taken 
from an untrustworthy source, which may provide back-
door access to an attacker [26]. 

 
In [27], it was stated that the Guest VM can crash the 

Host OS, along with another guest VMs hosted    by it. Modi 
et. al [5] detailed that sharing VM images in the cloud 
introduces security risks. The main concern of an image’s 
owner is confidentiality, for instance the possibility of 
unauthorized accesses to the image. An image’s user is 
concerned about safety, such as the potential of a malicious 
image corrupting or stealing the users’ own private data. For 
example, instances running on Amazon’s EC2 platform can 
be easily compromised through the performance of various 
attacks, such as signature- wrapping attacks, cross site 
scripting (XSS) attacks, and DoS attacks. Through such 
types of attack, attackers can create, modify and delete VM 
images, and can change administrative passwords and 
settings that are put into instances with EC2 for S3 access. 
Images of pre-configured virtual applications and machines 
may be tempered or misconfigured, before being uploaded 
[28]. 

 
4.1.4. Memory Attacks.  
 

An attacker can ex- filtrate data by attacking physical 
hardware, such as memory, storage units, and others. 
Different cases have been described in this section, showing 
how successfully attackers can engage different memory 
regions. 

 
Once an attacker manages to co-reside on the same 

physical machine with a target, the next step is to exploit 
the hardware resources, and extract sensitive data through 
cross VM-attacks. It exploits hardware by using a technique 
for encoding information, thereby accessing the latencies of 
a shared L2 cache [18], [29]. 

 
The hostile VM first writes continuous blocks of 

memory, and then releases those blocks. Later the attacker 
will release those blocks, and the host VM will overwrite 
those blocks with its own instruction set. The way the target 
machine writes to those memory blocks, after the attacker 
has released 

them, is an operational characteristic performed of the 
target. The attacking VM then tries to read back the same 
instruction set, checks for missing blocks of memory, and 
tries to replicate the possible instruction set [30]. 

 
An event channel is just like a signal channel used to 

inform communication parties about the occurrence of a 
new event. The writer tells reader about the data it just wrote. 
Then, once a reader finishes reading it, it deletes the data 
and tell the writer that a new space is ready for the next input 
through the event channel. Therefore, the event channel 
must be well protected, otherwise it will mess up the whole 
communication. Delivering the wrong information may 
cause the shared memory channel to go out-of-sync [6]. 

 
The grant table provides two types of grants between 

different VMs. One type is page-flipping, while the other is 
page-sharing. Per-packet page- flipping has too much 
performance overhead, due   to the high frequency of 
hypercalls. Therefore, the new communications have 
dropped page-flipping but have preserved a page-sharing 
grant.  The Xen memory sharing mechanism is at a page 
granularity level. Shared pages are identified by an integer, 
which is known as a grant reference. The hypervisor keeps 
the grants information, passes the grant reference to the 
communication VMs and signals it via the event channel. 
The hypervisor will be the authority for authenticating 
communication parties. Under certain circumstances, the 
system may delegate communication parties to manage the 
grant table by themselves, for performance reasons [6], 
[31]. 

 
Ranjuth [21] has stated that if a VM is migrated      to a 

new host, then the memory used by that VM will be 
recovered by the VMM.  If a new VM is started on that 
VMM, there is the possibility that the memory used by the 
old VM will be allocated to the new one. This new VM may 
be an attacker. Therefore, the attacker can search all the 
memory pages for some specific information such as 
passwords, session keys, and other aspects about the first 
VM. 

 
When a VM is destroyed or shut down, the information 

from the virtual machine can then be leaked. After the 
destruction or shut down of a virtual ma- chine, its memory 
can be allocated to a new virtual machine which runs on the 
same VMM [21]. 

 
4.1.5. Row Hammer Attacks.  
 

Recent DRAM chips have huge capacity and a high 
density of memory cells. Therefore, a memory cell can 
suffer from disturbance errors due to electrical 
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interference from neighboring cells. Especially when an 
adversary quickly and frequently accesses the DRAM with 
precise patterns, some data bits in the memory area, where 
the adversary has no access rights, can be flipped due to 
electrical interactions. Such DRAM hardware vulnerability 
is called a row hammer attack. 

 
Xiao et al. [32] abused this memory loophole in order to 

attack a para-virtualized platform from a guest VM. In this 
attack, an adversary VM kept accessing selected data in the 
DRAM, in order to flip critical bits of this VM’s page table 
entry. By doing so, the page table entry points to a fake page 
table, without being observed and checked by the 
hypervisor. The fake page table interprets the VM’s virtual 
page to a physical page that does not have a connection with 
this VM. Consequently, the attacker VM can steal or tamper 
with the sensitive data of the co-located VMs. 

 
4.1.6. Code Reuse.  
 

Code reuse exploits rely on code fragments (gadgets) 
located at predetermined memory addresses [23, 36, 39]. 
Code diversification and randomization techniques 
(colloquially known as fine- grained ASLR [105]) can 
thwart code-reuse attacks by perturbing executable code at 
the function [13, 64], basic block [38, 118], or instruction 
[57, 87] level, so that the exact location of gadgets becomes 
unpredictable [72]. 

 
Snow et al. introduced “just-in-time” ROP (JIT- ROP) 

[105], a technique for bypassing fine-grained ASLR for 
applications with embedded scripting sup- port. JIT-ROP is 
a staged attack: first, the attacker abuses a memory 
disclosure vulnerability to re- cursively read and 
disassemble code pages, effectively negating the properties 
of fine-grained ASLR (i.e., the exact code layout becomes 
known to the attacker); next, the ROP payload is 
constructed on- the-fly using gadgets collected during the 
first step. 

 
4.1.7. Denial of Service.  
 

The Denial of Service attack (DoS) is a serious threat. 
Both the privileged host and the normal guest OS are under 
threat from this type of attack, due to poor authentication 
with current communication mechanisms [5], [6], [33]. DoS 
attacks make other hosts unable to perform actions in a 
timely way. Hardware sharing can also be exploited in order 
to conduct host-based DoS attacks. The adversary VM can 
generate contention regarding different types of shared 
resources, in order to degrade the victim VM’s performance, 
or to increase its own performance. 

 
The most affected resource of focus is the CPU. 

Grunwald and Ghiasi [34] mentioned that it is possible to 
flush the shared processor pipeline, 

but this degrades the victim’s performance. They achieved 
this by implementing de-normalized floating-point values, 
thereby creating an underflow so that the pipeline has to be 
flushed to handle the exceptional condition. Zhou et al. [35] 
exhibited a CPU resource attack, where an attacker VM can 
abuse the boost mechanism within the Xen credit scheduler, 
in order to increase its scheduling priority and to acquire 
more CPU resources than are paid for. 

 
Xu et al. [36] applied the DNS lookup method in finding 

out the victim VM’s internal IP address, and consequently 
confirmed the co-location through two steps. The first step 
involved pre-filtering unlikely pairs of co-located VMs, by 
checking the /24 prefix in the internal IP addresses. If two 
VMs do not share the /24 prefix of the internal IP addresses, 
then they are not likely to be co-located. The second step is 
to use the bus locking covert channel to justify co-location, 
which involves building a bus locking covert channel 
between each pair of VMs.   If two VMs can communicate 
with each other via this covert channel, then they are located 
on the same physical machine. Varadarajan et al. [37] also 
exploited the bus locking covert channels, as a means of 
evaluating the financial costs of co-location within different 
public clouds. 

4.2. Inter VM-Communication, or Communication 
Between VMs and Hosts 

Isolation is the main feature supported by virtualization. 
Such a feature, if not configured properly, can result in a 
potential threat to cloud infrastructure. Virtualization’s 
isolation property ensures that applications executing one 
VM, do not interfere with the applications of another VM. 
It should be carefully observed that isolation means that 
breaking into one virtual machine should not allow for 
access to its co-located virtual machines within the same 
environment, and not even to its underlying host machine. 

 
In some VM technologies, the VM layer can keep a log 

of screen updates and keystrokes, through the virtual 
terminals that successively grant necessary authorization to 
the kernel of host operating systems. These captured logs 
are stored in the host, making it a possibility for hosts to 
observe these logs, even those of encrypted terminal 
connections inside the VMs. 

 
Some virtualization circumvents isolation. The basic 

idea behind this logic is to support applications considered 
for one operating system, to be executed on another 
operating system, without any modification. This solution 
abuses the security bearers within both of the operating 
systems. In 
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such systems, where there is lack of isolation between the 
host and the VMs, they provide the virtual machines 
unlimited access rights for the utilization of underlying 
host’s resources of file systems and networks. 

 

5. Survey of the state of the art 
 

This section surveys the state-of-the-art related work in 
the area of cross-VM attacks, particularly cross- VM 
network channel attacks for data leakage or to escalate the 
privilege level of non-root user. 

 

5.1. Vulnerabilities in Network channel 

 
Cloud services are accessed through the network using 

standard protocols e.g., IP which is considered to be 
untrustworthy [26]. Internet Protocol (IP) is the method of 
transferring data from one machine   to another. Each 
machine is assigned an IP address for communication. 
There are several vulnerabilities within Internet Protocols, 
which are discussed as follows. The use of same IP 
addresses by different users may at times lead to accessing 
different resources of other users [5], [4]. Address 
Resolution Protocol (ARP) is a protocol used to map an    IP 
address to a corresponding physical machine address [38]. 

 
Within cross-VM Address Resolution Protocol (ARP) 

attacks [39], the attacking VM launches an ARP spoofing 
attack by forging an identical IP address within the target 
VM and sends an ARP packet to the virtual router. The 
virtual router updates the routing table when the spoofed 
ARP packet is received. As a result, any traffic directed to 
a target VM is instead sent to the attacking VM, which can 
then decide to either perform sniffing or modification. In 
bridge network configuration mode [39], the bridge acts as 
a virtual hub. All VMs share the virtual hub to communicate 
with the network.  An attacking VM can sniff the virtual 
network by using a sniffing tool, such as Wireshark [40]. In 
the router network mode [39], a router plays a role of    a 
virtual switch using a dedicated virtual interface   to connect 
to each VM. 

 
Address Resolution Protocol (ARP) Poisoning [41] is 

also considered to be a well-known vulnerability for 
Internet protocols [42]. By using this vulnerability, 
malicious VM can redirect all the inbound and outbound 
traffic of a co-located VM to the malicious VM, as ARP 
does not require Proof-of-Origin [5]. 

5.2. Return Oriented Programming 

There are a number of different real-time attacks that 
exploit ROP systems. On the application layer, Adobe 
declared that a critical vulnerability had existed in the 
Adobe Flash Player 10.0.45.2, and its earlier versions [43]. 
These vulnerabilities also occur in Adobe Reader and 
Acrobat 9.x and are executed by applying ROP. As a result, 
this vulnerability bypass data execution prevention (DEP) 
[44], which is a security system implemented by Windows, 
thereby compromising the full system and making it 
possible for the attacker to take control of the victimized 
system [45], [46]. For the Windows operating system, the 
ROP-based rootkits have been used at the kernel layer. 
Upon execution, these rootkits can manage to hide 
malicious processes, files and network connections through 
windows. These rootkits are developed through ROP 
techniques, consequently circumventing kernel integrity 
protection systems such as SecVisor [47]. The ROP 
technique can be used to exploit the Apple iPhone, in which 
an unauthorized user installs applications, or leaks    a 
customer’s SMS database [48]. Table 1 presents already-
existing cloud attacks. 

 
5.3. Analysis 

This section has surveyed cross-VM attacks to ascertain 
the most unknown research. [4], [39], [49]. In these papers, 
researchers have used different approaches such as ARP 
spoofing, sniffing the virtual network and ROP.  The 
purpose of these attacks is to redirect the network traffic of 
compromised VM and to describe how an unprivileged VM 
using ROP technique can manage to modify the code of 
hypervisor through which it can escalate its privilege level.  
However, all these attack strategies have some limitations as 
the security perimeter of cloud computing blocks such 
attack settings by placing more layer of isolation between 
VMs or to stop executing arbitrary code. 

 
Key lessons learned for the overall approaches are 

described as- there are number of potential avenues of 
research channels which are remain unexplored. 
Researchers have neither suggested any indication for the 
redirection of network traffic by exploiting the network 
channel through impersonation and mirroring approach nor 
show any possibility for the privilege escalation by applying 
the conjunction of ROP and exploitation of the network 
channel. This research work focuses on the exploitation of 
network channel for a variety of following reasons: (i) It 
arguably has the highest potential to redirect the real time 
network traffic of a target VM and to escalate the privilege 
level of unprivileged VM. (ii) Prior work only redirects the 
network traffic and esca- 
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late the privilege level using traditional approaches such as 
ARP spoofing and ’ret’ statement that can be easily 
countered in virtualization. The proposed approaches 
provide an in-depth analysis of the techniques involved and 
their effects, both in qualitative and quantitative terms, in 
various settings. (iii) The result of this proposed approach 
is so effective upon success; it can redirect the network 
traffic at hidden point as well as can control toolstack to 
manage other VMs. The anatomy of Cross-VM attacks is 
presented in Figure 3. 

 
 

6. Countermeasures 

6.1. Reducing Side/Covert Channel Leakage 

There are several methods cloud providers can use to 
defend against side-channel cache attacks. The first method 
to inhibit cache sharing divides it into different regions for 
different VMs or applications. This is achievable through 
the use of software or hardware approaches. As for software, 
some researchers have misused the page coloring approach 
for cache partitioning [52], [53]. Kim et   al. [54] designed 
the application ‘STEALTHMEM’, used it to partition the 
Last Level Cache (LLC). It offers each VM a number of 
covert pages, which cannot be changed in the cache. Liu et 
al. [55] abused the Intel Cache Allocation Technology to 
prevent the victim VM’s sensitive data from being 
exchanged, by the attacking VM in the LLC. New hardware 
caches have been introduced to partition the caches by ways 
or sets in order to protect against side-channel attacks due 
to cache exclusions [56]. 

 
The second approach practices randomization in system 

design, so that attackers do not obtain any useful 
information. For software, system clock measurements are 
blurred in order to interrupt the attackers’ monitoring [57], 
[58]. Zhang et al. [59] launched Duppel, which periodically 
executes cache purging during VM’s executions, and adds 
noise to attacker’s observations. For hardware, new caches 
have been designed to randomize memory-to-cache 
mappings, and cache fetching [60], [56], [61], [62]. 

 
6.2. Optimizing Resources 

To alleviate DoS attacks caused by resource contention, 
the cloud provider can optimize resource usage between 
different domains and reduce performance interference. For 
memory contention, the approach divides memory 
resources between different domains, such as Intel Cache 
Allocation Technology [63]. For I/O contention, the cloud 
server can 

observe and manage the bandwidth of I/O traffic, in order 
to avoid resource exhaustion. It can also   use Direct Device 
Assignment to physically eliminate I/O intrusion between 
each VM [64]. These solutions have been widely adopted 
by public cloud providers. For the power resource, Li et al. 
[65] proposed PAD as a safe data center for power attacks 
under the over-subscription setting. PAD creates a virtual 
battery pool, which activates load sharing and adjusts power 
utilization for each rack. It can sense and shear power spikes, 
in order to avoid power consumption failure. 

 
6.3. Protection of VM images 

It is important to safe VM images in the cloud ap- 
plication store and eliminate potential vulnerabilities of 
their publishers and the retrievers. Wei et al. [66] introduced 
an image management system, Mirage to deal with the 
security issues of VM images by different methods: (1) 
Access control: Mirage follows access permission of two 
types, check-out and check-in, to closely observe who is 
retrieving the images. (2) Image filters: Mirage uses special 
filters to delete sensitive information from the original 
images. 

 

6.4. Network Defenses 

Georgiev and Shmatikov [67] introduced ’CAPTCHAs’ 
in the protocols to separate human users from malicious 
automated scanners. 

 

6.5. Eliminating the Hypervisor’s Vulnerabilities 

Prior work has considered different methodologies for 
improving the security of hypervisors. The first approach 
develops new secure hypervisors. McCune et al. [68] 
presented TrustVisor, a tiny version of the hypervisor used 
to ensure the reliability of applications’ sensitive data and 
codes. In this, a new secure guest mode has been introduced 
for running applications executed on x86 hardware 
architecture, supporting virtualization in order to impose 
strong memory isolation between the hypervisor, the host 
OS, and VM applications. TrustVisor also launched a 
software micro-TPM instance for each application, in order 
to perform integrity attestation. Vasudevan et al. [69] 
developed, configured and certified an open-source 
eXtensible and Modular Hypervisor Framework (XMHF). 
XMHF consists of a number of different XMHF main and 
small associate libraries. A hypervisor application can 
extend the XMHF core and the basic functionalities 
provided by this framework in order to execute preferred 
security features. 
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Figure 3. Anatomy of Cross-VM Attacks 
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TABLE  1.  OVERVIEW OF CLOUD ATTACKS. 
 

Attack Description References 

Co-location 
Flooder [50]
DNS lookup [36]
Watermarking [51]

Virtualization 
OS level virtualization [5]
Application-based virtualization [5]
Hypervisor/VMM Rootkits [5]

Side 
Time-driven [19]
Access-driven [17]
Trace-driven [18]

Covert Channel 
TCP/IP Steganography [23]
TCP/IP Header Steganography [24]
Timing Channel [21]

Images Image Tempered [28]

Memory 
L2-cache [18]
Event Channel [6]
Grant Table [31], [6] 

DoS The illegal use of resources [33], [5], [6] 

Network Channel 
ARP Poisoning [5], [41] 
Sniffing [39]
Spoofing [39]

Row Hammer Attacks DRAM Hardware Attack [32]
Return-Oriented 
Programming (ROP) ROP based rootkit [45], [46] [47] 

 

The second approach in this direction is to secure the 
integrity of hypervisors. Wang et al. [70] introduced Hyper 
Safe, a lightweight method for   ensuring the integrity of 
Type-I hypervisors at runtime. HyperSafe applies the Write 
Protect (WP) bit to prevent hypervisor pages from being 
compromised by malicious applications. HyperSafe can 
also configure a target table consisting of all legitimate 
destinations for indirect control flow instructions, as a 
means of implementing the hypervisor program’s control 
flow at runtime. Azab et al. [71] designed HyperSentry as 
a tool for calculating the integrity   of hypervisor at runtime. 
A remote client who needs to validate the hypervisor can 
use the Intelligent Platform Management Interface (IPMI) 
to initiate the server into the System Management Mode 
(SMM), and to measure the hypervisor’s code, data and 
CPU state. Another direction is to reduce the hypervisors’ 
privileges and functionalities. 

 
NoHype [72], [73] is designed to eradicate the 

hypervisor during the VM’s runtime, thereby reducing the 
attack surface from the hypervisor. NoHype attains this by 
pre-allocating processor, cores and memory for each VM 
during VM creation, allocating virtualized I/O devices 
directly to VMs, in order to circumvent the need for a 
hypervisor to do I/O emulation. It also modifies the guest 
OS to cache host system configuration for later use. Butt 
et al. [74] proposed self-service cloud computing as a 
means of confining the host VM’s privileges. It splits the 
administrative privileges between a system-wide VM, and 
per-client administrative VMs. The per- client 
administrative VMs are able to implement some privileged 
system tasks at their own VMs, 

while the system-wide VM cannot examine the code, data 
or computation of client VMs. In this case, security and 
privacy are conserved even if the host VM is compromised. 

 
6.6. Defeating Row Hammer Attacks 

 
Cross-VM row hammer attacks can be defended against 

through the use of hardware or software solutions. For 
hardware, Error-Correcting Code (ECC) memory can be 
used to ensure the correctness of one single-bit error, and to 
detect 2-bit errors. This makes row hammer attacks much 
harder [75]. For software, Brasser et al.  [76] has suggested 
two solutions. The first solution is to extend the system 
bootloader to recognize exploited memory pages. Row 
hammer exploitation tools are executed offline, determining 
which memory pages could be tempered by row hammer 
attacks [77]. Then the boot loader indicates that these 
exploitable memory pages are inaccessible at boot-time, so 
that these pages will not be executed at runtime. The second 
solution is to extend the OS kernel, in order to impose 
strong isolation onto the physical memory   of different 
system entities, such as user and kernel spaces. This ensures 
that memory between different entities is physically 
separated by at least one row, meaning that one entity cannot 
interfere with the memory of another. Irazoqui et al. [78] 
designed MASCAT, a static code analysis tool which can 
scan the application of binaries, and detect possible micro-
architectural attacks, such as row hammer attacks. This tool 
applies the signature-based detection algorithm for 
searching binary files with implicit characteristics that 
micro-architectural 
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attacks usually demonstrate in their design. In row hammer 
attacks, the attacker needs to continuously circumvent the 
cache, and access a fixed DRAM location. This is used as 
the signature of row hammer attacks. 

 
The overview of all these attacks and their related 

countermeasures have been tabulated in Table 2. 
 

6.7. Analysis 

This section has surveyed the countermeasures of cross-
VM attacks. In these studies, researchers have proposed 
different countermeasures such as dedicated VMs, 
assigning user rights and defeating ROP attacks. The 
purpose of these countermeasures are to block cross-VM, 
network channel and ROP attacks. However, all these 
countermeasures have some limitations as dedicated VMs 
on cloud computing are not appropriate for cloud providers 
because they save their operational cost by sharing the same 
hardware among multiple VMs. Similarly, assigning user 
rights to VMs and defeating ROP attacks can be circumvent 
by attacking VMs through privilege escalation. The lesson 
learned from the overall approaches is researchers have 
proposed several countermeasures, but there is very limited 
research in proposing the countermeasures of heterogeneous 
attack strategies. 

 

7. Conclusion 

This paper has provided a comprehensive study of state-
of-the-art concepts of cloud computing, their essential 
characteristics, cloud computing models, security features, 
attack vectors and countermeasures. It has also been 
presented how they can be used to better study and quantify 
systems security   in cloud model. 
The abstraction of the cloud system model has been 
presented and the concepts of a cloud system being 
composed of multiple nodes which interact with each other 
through different interfaces within the system environment 
have been introduced. Furthermore, the concept about 
virtualization has been discussed in detail and also its 
system support in terms of hardware and software. Cloud 
computing and their service models are also discussed in 
detail. The concept and definition of Cloud computing, as 
well as the key terminology and characteristics have been 
presented. Furthermore, the components of Cloud 
computing security including CIA, different services, as 
well as virtualization, and servers have been discussed in 
detail. 
 

The concept of potential attack vectors in cloud model 
has been presented, and the critical need for empirical 
analysis and modeling of Cloud systems 

security discussed. A literature review of the cur- rent state-
of-the-art of analyzing and characterizing Cloud attacks, 
including co-location attacks, side- channel attacks and 
network-channel attacks, has been presented and discussed 
in detail. Finally, cur- rent gaps in the state-of-the-art for 
these attacks as well as opportunities where security of 
cloud system model can be enhanced has been highlighted. 
The countermeasures solution has been presented of already 
existed attacks which includes optimizing resources, 
network defenses, reducing side-channel attacks and 
defense mechanism of row hammer at- tacks. 

 
From the analysis, we further conclude that all of the 

above work suggests a strong need for further exploration 
of cross-VM attacks and associated channels. In contrast to 
these points, there is a need for research to consider a ROP 
perspective on cross- VM attacks. Hence further research is 
required to apply ROP and impersonating attacks allowing 
new scientific insights to be gained through examining 
results in novel ways. 
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