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Abstract 
Novel coronavirus, (COVID-19) first noticed in 

December 2019, and became a world pandemic affecting 
not only the health sector, but economic, social and 
psychological wellbeing as well. Individuals are using 
social media platforms to communicate feelings and 
sentiments on this pandemic. This article aims at analyzing 
and visualizing the influence of coronavirus (COVID-19) 
using machine learning and deep learning methods to 
quantify the sentiment shared publicly corelated with the 
actual number of cases reported over time. On the analysis 
of 10 Million Arabic tweets, results show that deep learning 
techniques using an ensemble model outperformed machine 
learning using SVM with an accuracy of 90% and 77% 
respectively. It also outperformed the individual deep 
learning models. 
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1.  Introduction 
 

Coronaviruses emergence as pathogenic was in 2003 and 
2012 with the appearance of the severe acute respiratory 
syndrome in China followed by the Middle East respiratory 
syndrome in Saudi Arabia [1],[2]. According to the world 
health organization (WHO) situation report, In December 
2019, a series of patients with symptoms of unknown cause 
emerged in Wuhan, China leading to the world-wide 
pandemic of COVID-19 [3]. 

Now and according to WHO’s report on the 9th of Sept 
2020 that there are more than 27M confirmed cases with 
around 1M deaths caused by COVID-19 around the world. In 
Saudi Arabia the number of confirmed cases on the same date 
mentioned exceeded 300K with more than 4k deaths. This 
pandemic not only affected health, but also socioeconomics 
on the large and small scale, globally and personally. This is 
reflected greatly with the conversation exchange in Twitter. 
Twitter is used heavily in Saudi Arabia 
for communicating news by authorities and government 
parties. Also, by individuals to share opinions, that may lead 

to social change. In 2019 more than half of the Saudi 
population used Twitter [4], and several occasions proved 
that the public buzz and talk in Twitter is indeed leading to 
change and improvements in services in the Saudi context. 
The contribution of this study is as follows: first, collect a 
corpus of 10M tweets related to the COVID-19 topic in 
Arabic. Second, the preprocessing of the collected data and 
having as a result 416,292 tweets. Third, is implementing the 
machine learning and deep learning models to analyze data 
over time. Forth, is the visualization of the classification 
results as sentiments. Fifth. is the visualization of the health 
reports pulled from the Center of System Science and 
Engineering (CSSE) at Johns Hopkins University [49] 
Github repository. 

 
2.  Related Work 
 

The related work is divided into two sections. The 
COVID-19 related literature, and the sentiment analysis 
using deep learning section. We start with former here.  
 
2.1 COVID-19 Data Analysis Literature 

 
The literature concerned with the analysis of COVID-19 

data was considered from January 2020 until July 2020. 
Studies are mainly aiming to do four of the following tasks, 
first, social media analysis including network graph 
analysis, and social network text analysis. Second, chest x-
ray image processing using machine learning and deep 
learning to predict cases. Third, cellular data analysis that 
corelates the handover volume along with moving patterns 
with the forecasted risks of infection. Finally, general cases 
predictions and forecast for potential numbers of infected 
cases from the confirmed and death cases reports. Those 
types of studies are summarized in Table 1. In this study the 
focus is on the first type of analysis, the social media 
analysis and sentiment analysis in specific. This is presented 
in the next subsection. 
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Table 1: literature on COVID-19 analysis 

Type of Analysis References 

Social media 
analysis 

[3] , [5], [6], [7], [8], [9], [10], 
[11], [12], [13, p. 19], [14] 

Chest x-ray image 
processing 

[15], [16],[17],[18], 
[19],[20],[21] 

Cellular data 
analysis [22],[23, p. 19] 

Cases predictions [24],[25],[26],[27],[28, p. 19], 
[29], 

 
 

2.1.1 Social media analysis  
Mining data for meaning and trends from social media is a 
low-cost process that yields insight. COVID-19 related data 
analysis in social media is concerned with three main 
platforms, Twitter, Chinese’s Weibo, and Facebook. Twitter 
analysis was either topic modeling [6], [7], [3], [12], [14], or 
sentiment analysis [9], [13, p. 19], or location mapping [10], 
[12]. The following is a brief review to the studies for each 
social platform. 
Sear et. al. [5] proposed a machine learning model to analyze 
and understand misinformation around COVID-19 by 
analyzing posts and replies in Facebook for the first two 
months of 2020. The 8,277 documents were collected and 
annotated manually, then analyzed according to the 
coherence scoring approach into topics using Latent Dirichlet 
Allocation (LDA) [30]. The study concluded that the 
coherence score Cv for pro-vaxin communities is larger than 
that for anti-vaxin, indicating a more focused discussion 
around COVID-19 by the former community. However, it is 
noticed that the Cv scores were irregular showing an 
oscillating behavior with no clear trend or correlation to the 
number of topics. This needs an extra investigation in terms 
of dataset size and selected algorithm parameters. 
 
Zhao et al. [6] analyzed the sentiment of search topics around 
COVID-19 in the Chinese Sina Microblog platform, Weibo 
for the first two months of 2020. They used the ROST CM6.0 
sentiment analysis tool and obtained 7 sentiments, 3 levels of 
both positive and negative; and neutral, no accuracy reported. 
 
Muthusami et al. [7] collected Tweets on the last 2 weeks of 
March 2020. Tweets were classified using an ensembled 
classifier model, LogitBoost, that gave comparable results to 
the Naive Bayes classifier scoring 74% and 72% in accuracy 
respectively. 
 
Abd-Alrazaq et al. [3] collected tweets on February and first 
2 weeks of March of 2020. Initially collected 2,787,247 
tweets, and on removing non-English and duplicates, the 

remaining was 6% of the tweets, 167,073 tweets. The 
analysis involved the identification of 12 topics and 4 themes 
in an effort to identify the effect of fake news. 
 
Li et al. [8] 31 analyzed Weibo posts one week before the 
COVID-19 declaration and one week after in the interval 13–
26 January, 2020. They Used Online Ecological Recognition 
(OER) [31] to acquire the psychological states. The study 
calculated word frequency, scores of emotional indicators 
(e.g., anxiety, depression, indignation, and Oxford happiness) 
and cognitive indicators (e.g., social risk judgment and life 
satisfaction) from the collected data. The sentiment analysis 
and the paired sample t-test were performed to examine the 
differences in the same group before and after the declaration 
of COVID-19 on 20 January. 
 
Manguri et al. [9] collected tweets for 7 consecutive days 
from April 9th 2020. The aim of the study is to test tweet 
sentiment and the subjectivity in terms of testing whether a 
tweet expresses a fact or a feeling. Feelings are tested for 10 
different emotions, and those are: happy, confident, 
optimistic, hopeful, calm, neutral, relieved, pessimistic, 
worried, discouraged, depressed. Although the authors used 
Python for data collection and analysis However, the results 
are reported while not identifying accuracy indicators or 
classification algorithm used. 
 
Jahanbin et al. [10] collected tweets from twitter and 
analyzed them using fuzzy rule-based evolutionary algorithm 
called Eclass1-MIMO. The results were mapping tweets to 
the word map.  
 
J et al. [11] collected Chinese messages from Weibo for 39 
days starting from 23 Dec 2019. The study did 2 analysis 
quantitive and qualitative. For the former, the aim was to 
determine if Weibo messages were an indicator to the number 
of cases reported. Using a linear regression model the study 
displays that there is a positive correlation between the 
number of posts and the number of reported cases. For the 
latter, 3 themes were manually detected in the messages: 
knowledge, beliefs, and health behaviors. 
 
Singh et al. [12] collected tweets for 2 months starting from 
15 Jan 2020. They find out a relation between tweet volume 
and the number reported cases. This was done through 
analyzing conversations mentioning country names to infer 
the location. The study identified a positive correlation 
between them, and that conversations are corelated with 
reported cases with a lead rather than a lag. also, this study 
carried out a topic modeling analysis and grouped tweets into 
8 different topics. Those are: economy, emotion, healthcare, 
global Nature, information providers, social, government, 
individual concerns. Moreover, the study analyzed the spread 
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of 5 different rumors in terms of volume. The study did not 
mention the algorithms used for modeling or classification. 
 
Mathur et al. [13, p. 19] collected 30,000 tweets using 
TweetBinder [32] for 83 days starting from 22 Jan 2020. 
They analyzed data using Word-Emotion Association 
Lexicon (EmoLex) [33]. It is a list of English words and their 
association to 8 different emotions (anger, fear, anticipation, 
trust, surprise, sadness, joy, and disgust) and 2 sentiments 
(positive, negative). The analysis was carried out using 
machine learning with no specific algorithm mentioned with 
80% accuracy. 
 
Santis et al. [14] proposed a framework for topic detection 
and tracking exploring terms through time using graph 
analysis. The dataset is collected tweets containing 35 Italian 
keywords for 77 days starting from 9 March 2020. The 
authors claim that the proposed system could be generalized 
to be used for any language to detect and track topics 
emerging from a specific event. 
 
Table 2: Literature on social network analysis for COVID-19 

Refere
nce 

Platform Type of Analysis 
Days 
Colle
cted 

Dataset 
size 

(P= post, 
T=tweet, 
U= user) 

[5] Facebook LDA Topic modeling 60 8,277P 
[6] Weibo SA for Search topics 60 5x108P 
[7] Twitter SA for tweets 14 18,216T 
[3] Twitter LDA Topic modeling 14 167,073T 
[8] Weibo SA for user posts 14 17,865U 

[9] Twitter SA for tweets 9 530,232T 
[10] Twitter Location mapping - 364,080T 
[11] Weibo Analyze messages 39 115,299P 

[12] Twitter 
Location mapping, 

topic modeling 
60 2,792,513T

[13, p. 
19] 

Twitter Emotion detection 83 30,000T 

[14] Twitter Topic modeling 77 1,044,645T
 
 

2.1.2 Deep learning methods for sentiment analysis 
Deep learning is a branch of machine learning based on 
artificial neural networks. it has proven its success over 
classical machine learning techniques in multiple domains 
including computer vision, speech recognition, natural 
language processing (NLP) and sentiment analysis [34] [35]. 
Sentiment analysis is an NLP task that aims at classifying 
words, paragraphs or documents according to their polarity 
into positive or negative [36]. Among different machine 
learning techniques SVM proved to be superior for the task 
of Arabic sentiment analysis [37], [38]. With recent advent 
in deep learning, different architectures are used for 
sentiment analysis tasks such as, convolutional neural 
networks (CNNs) [39], and recurrent neural networks 
(RNNs) [40]. RNNs are among the oldest neural networks’ 

techniques but they suffer from the vanishing and exploding 
gradient problem [41] where the gradient values either grow 
only larger to the point of explosion or shrink smaller to the 
point of vanishing. A resolution to this issue, is adding a 
gaiting mechanism with what is called gated RNN or gated 
recurrent units (GRUs) [40],[42] and long short-term 
memory (LSTM) [43],[44]. In this study we will be 
implementing a stacked GRU (SGRU) [45] and a stacked 
bi-GRU (SBGRU) [46] along with an ensemble model 
based on those models along with AraBERT [47]. 
AraBERT is an Arabic pretrained language model based on 
Google's BERT architecture that was used to classify data. 
 
3.  Methods 
Sentiment analysis passes through multiple steps starting 
from data collection, followed by data preprocessing, then 
classification. Those steps are described in the following 
and depicted in figure 1. 

 
 
 
3.1 Dataset Description  
Using Twitter streaming API and “twitterR” package for R, 
a total of 10M tweets were collected in April 2020. Tweets 
are collected using 7 keywords: (" كورونا", "كرونا ", "covid", 
" فايرس", "كارونا" , "فيروس ", "corona"). The keywords are in 
Arabic and English, but the dataset is filtered to keep Arabic 
tweets only. 
 
3.2   Data Preprocessing 
Data preprocessing is necessary to minimize the noise in data 
and maximize the classification accuracy and success. The 

Collect Tweets 

Pre-Process Data 

Build classifiers 
(SVM, SGRU, 

SBGRU, AraBert) 

Build deep learning 
ensemble model 

Annotated Data

Best 
results

Data analysis COVID-19 reports

Figure 1: the study architecture with ensemble deep learning model and data 
analysis 
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first step in data preprocessing is the spam filtration. Using 
the algorithm provided by [48], data was deducted by around 
95% left with 416,292 tweets only. Spam filtering include 
deleting duplicate tweets or tweets that satisfies one of the 
following conditions. Either having one of the predefined 
spam keywords or having more than 4 hashtags. As 
advertisement tweets tent to have those two features. The 
second step in data preprocessing is data cleaning. This is 
done by deleting stop words, deleting all non-Arabic letters 
from each tweet, and more than 2 duplicates of each letter in 
a word. The third and last step is normalization, this is done 
by unifying multiple-form letters into one of its forms [38] an 
example to that is unifying (أ،إ،آ،ا)  into  (ا). 
 
3.3  Classification   
Data classification was implemented in several steps: first is 
to build and run SVM classifier to compare the results with 
the deep learning results. Then implementing the deep 
learning models, SGRU and SBGRU along with the newly 
available AraBert classifier. Those three models are then 
used to build the ensemble model by voting the best accuracy 
among them, the results in the following section show that 
the accuracy of the ensemble model outperform every other 
individual deep learning model under consideration.  
 
4.  Results and Discussion  
The analysis was carried out on the daily reports of confirmed 
cases published by the (CSSE) at Johns Hopkins University 
[49]. This data is coupled with the analysis results of the deep 
learning model depicted in Figure 1. On analyzing the most 
frequent words that were used in the data collected, “كورونا” 
which means “corona” scored the highest with a frequency of 
221,455 words. Although different keywords are used to 
express the virus, this was the most dominant. immediately 
after that is the words “فايرس” and “الله” meaning “virus” and 
“God” respectively. This reflects the spiritual influence in 
people’s communication and expression. The rest of the top 
words are plotted in Figure 2. Figure 3 shows confirmed and 
death cases starting from February until the date of writing 
this paper in September, pulled from [49] GitHub. This figure 
shows that the trend of confirmed cases is starting to flatten 
by September. Figure 4 shows the amount of different 
sentiments on applying the deep learning ensemble model to 
the original dataset. The results show that the negative 
sentiment is dominant as opposed to the positive and neutral. 
This is expected as users are more inclined to express 
negative feelings more than positive ones [37], [50]. Also, the 
number of tweets was corelated to major country rules and 
legislations. On the 6th of April the 24h quarantine rule 
started in most of the cities, leading to major explosion in the 
communication exchange on the topic of COVID-19 in 
Twitter as shown by point (A) in Figure 4.  
 

 
Figure 1: Word frequency for the top 19 words 

 

 
Figure 2: Confirmed and death cases in Saudi Arabia form Feb to Sept 
2020 

 
Figure 4: Tweets’ sentiment classification  

 

Figure 5: Tweets’ sentiment classification & confirmed cases in April 
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Table 3: Results of individual and ensemble model 

Model Accuracy 

SVM 77.92% 

SGRU-6 82.08% 

SBIGRU-5 l 81.59% 

AraBERT 85.41% 

Ensemble 90.21% 

 
On the 11th of April the 24h quarantine rule was confirmed 
to be extended and this is related to the rising trend of tweets 
reflected in point (B), Figure 4. Figure 5 presents a joint plot 
of confirmed cases and the sentiment in the month of April 
showing the rise from only several thousand cases to reach 
around 300k cases in September 2020. 
To evaluate the performance of the different models we use 
accuracy which is the percentage of correctly classified 
tweets to the total number of tweets as in Equation 1. 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ ሺTP   TNሻ/ሺTP   FP   TN   FNሻ   (1) 
 
The performance of the SGRU and SBGRU was superior in 
levels 6 and 5 respectively scoring 82.08% and 81.59% 
respectively, Table 3. Therefore, the performance of those 
levels along with AraBERT is used to build the ensemble 
model by voting the best accuracy among all three algorithms. 
The ensemble model accuracy was the highest with an 
accuracy of 90.21%. The results of all individual models 
along with the ensemble model is depicted in Table 3. As 
shown in the table the machine learning model SVM scored 
the lowest accuracy among all considered models with 
77.92%. 
 
5.  Conclusions 
 

This study aimed at studying the publicly available 
Twitter tweets in relation to the COVID-19 data. 10M 
tweets were collected in April 2020. Those tweets where 
analyzed using both machine learning and deep learning 
models to classify the data’s sentiment. Results show that 
the best performance was achieved by the ensemble model 
of 3 different deep learning models, SGRU, SBGRU, and 
AraBERT. As a continuation to this work we plan to 
analyze more data by adding more processing resources. 
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