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Abstract 
Cloud computing is a new technology that has become a massive 
demand for computing solutions. Users can access computing 
resources from anywhere with the help of the cloud. Nowadays, 
more companies can hire cloud resources for storage and other 
computational purposes so that infrastructure costs are 
considered to be exceedingly reduced. The resource allocation 
mechanism based on the reservation method can be improved 
with a useful forecasting model that can provide almost well for 
developing resource allocation strategies. This can help to 
improve customer needs and the growth of businesses that are 
based on cloud computing. Service providers shall endure the 
cost of resources reserved in the cloud. Resources are allocated to 
reduce the associated costs. There are many algorithms 
implemented to predict the allocated resources in the cloud and to 
reduce the cost. This paper presents a Kalman filter with a 
Neuro-fuzzy system composed of an ANFIS optimized by the 
Quantum Genetic Algorithm. The algorithm was evaluated with 
actual cluster tracking data in Google and demonstrated the 
comparison method's weakness by showing much improved and 
better predictions. 
 
Keywords: 
Cloud Computing, Resource allocation, ANFIS, Kalman Filter, 
Quantum Genetic Algorithm 

1. Introduction 

Cloud computing is raised exhilaration, good low cost, 
high availability, high dependability, elastic scalability, and 
robust performance. According to these enchanting 
characteristics, ranking enterprises like Google, Amazon, 
and Facebook pack their data into the cloud and operate 
their procedures using large distributed computing 
frameworks in the cloud. Also, individuals can use cloud 
computing services by renting computing resources. 
Economic advantages and flexibility make the cloud 
computing experience massive growth. [1], [2] 
 

It allows provisioning of resources using self-services 
interface.resoursces is pooled to serve multiple consumers. 
all resources are dynamically assigned and reassigned 
based on consumer demand. [3], [4] 
 
Cloud computing enables collaboration between disparate 
groups of people by sharing resources and information and 
accessing them simultaneously from any location. For 
example, employees in an organization can place a 
document centrally in the cloud, enabling them to view 
and work on it simultaneously. Cloud computing has 
transpired as a familiar computing model to handle data 
and implement computationally bushy applications in a 
pay-as-you-go manner. Besides, the non-homogeneity of 
cloud resources, the unforeseeable nature of the workload, 
and the different cloud actors' different objectives help 
complicate resource allocation in the cloud computing 
environment. Therefore, both the industry and the 
academic community have begun considerable research 
efforts to deal efficiently with the multifaceted challenges 
mentioned above with the allocation of cloud resources. 
[5] 
 
One of the most prestigious schemes that attract much 
attention in recent decades is defined as statistical filtering. 
These new motives and ideas come from this fact that they 
use all available data for the system. This means that the 
statistical filter will use the system noise and also system 
status. Weiner provided filtering and statistical estimation 
in 1930. Kalman developed his algorithm and system of 
the investigation in about 1960. He reduced the error in the 
system estimation model by using the linear filter's 
variance matrix. Kalman filter is a class of statistical filters 
used in the presence of non-interrelated white noise. Using 
the Kalman filter, the classification anxiety decreases to 
the state's estimate of the dynamic system. [6] 
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The adaptive neuro-fuzzy inference system (ANFIS) is a 
neural network that revolves around the Takagi–Sugeno.  
 
 
Numerous neuro-fuzzy formation algorithms are available 
and known in the literature, such as fuzzy inference 
networks, fuzzy clustering networks, neural 
network-driven fuzzy reasoning, fuzzy modeling networks, 
fuzzy memory systems, etc. The most important goal of 
integrating fuzzy systems with neural networks is to 
exercise the ability to learn from the neural network. In 
contrast, the learning ability is improved for a fuzzy 
system. For the neural network, there are extra benefits to 
the hybrid system. [7] 
 
Genetic algorithms (G.A.s) are metaheuristic algorithms to 
create an optimal global optimization solution based on 
natural selection and genetics' evolutionary ideas. [8] 
Quantum Genetic Algorithm (QGA) is a qubit-based 
chromosome. Each chromosome can be found in many 
states in the population overlay, and it represents only one 
case in the artistic community by applying the 
measurement. [9] 
 
The proposed model in this work improves the estimation 
of host load in the cloud environment by applying the 
Double Chains Quantum Genetic algorithm (DCQGA), 
using QGA to get the optimal value of one from the 
neuro-fuzzy parameters in the ANFIS model. 
 
According to the concept above, this research introduces a 
model to estimate the google cluster trace task load 
situation. An adaptive neural network was applied in this 
paper to utilize the fuzzy inference system parameters to 
beat the constraints of statistical models after applying the 
Kalman filter to the original data. Finally, the proposed 
model boost the estimation accuracy using QGA in the 
optimization process for the neuro-fuzzy system parameter. 
The evaluation results showed that building the 
optimization model allows the proposed model to perform 
better than the comparable model. 
 
This paper is organized as follows: Section 2 describes the 
background and related work information. Section 3 
introduces the proposed model and its implementation. 
Section 4 demonstrates the evaluation of the model and 
compare the final result with other models. Finally, the 
concluding points are mentioned in section 5. 
 
2. Background and Related Work 
 
2.1 Cloud Computing 
 
A cloud is a collection of I.T. resources, including 
hardware and software resources that a user (consumer) 

accesses over a network. Cloud infrastructure is built, 
operated, and managed by a cloud service provider. Cloud 
computing is a model that enables consumers to 
conveniently hire I.T. assets as a service from a provider's 
cloud infrastructure. A cloud service is any combination of 
I.T. resources, such as network-accessible data storage and 
processing, fully-featured applications, and software 
development and deployment tools offered for 
consumption by a cloud provider. CSP is responsible for 
create shared pools of resources.  
 
The resources are made available to the consumers as 
services over a network, such as the Internet or an intranet.  
 
Consumers themselves provision the resources from the 
pools, as and when required, without interacting with the 
provider during the process. The resources are returned to 
the pool when they are released. In general, a cloud system 
and its consumers employ the client-server model, which 
means that the consumers (the clients) send messages over 
a network to compute systems, which then perform 
operations in response to the received messages[10]. 
The I.T. resources that make up a cloud infrastructure are 
deployed in data centers. A data center is a facility that 
houses and maintains centralized I.T. systems and 
components, including computing systems, storage 
systems, and network equipment. A data center also 
supports infrastructure, such as secure access, 
uninterruptible power source (UPS), generators, smoke 
detection/fire suppression, raised floors for cabling and 
water damage prevention, heating, ventilation, and air 
conditioning (HVAC) systems. The operations staff of a 
data center monitors operations and maintains the I.T. and 
the infrastructural equipment around the clock. A cloud 
data center may reside at a single physical location or may 
comprise multiple data centers distributed across 
geographical locations and are connected over a 
network[11]. 
 
Cloud computing is known to be a low-cost computing 
solution at any time. Customized cloud access features in 
cloud computing help cloud customers adopt or transform 
their business model into Cloud Data Storage and Storage 
resources. This growing number of cloud adoption by 
various commercial areas has also been reflected in an 
increase in cloud providers' numbers. This makes it easy 
for users to access the required information at any time 
from anywhere. While the traditional computer needs the 
user to be in the same place where the data storage is 
available, the cloud makes the repository and the site 
retrieval different. Cloud services should deal with tens of 
thousands of concurrent requests and enable servers to 
provide the required amount of load balancing to respond 
to incoming traffic easily while allowing users to access 
information quickly and accurately. [11], [12], [13] 
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The statistics and machine learning areas have developed 
appropriate forecasting methods to predict time series data 
from economics, finance, and science. Much effort has 
been spent on improving the accuracy of modeling and 
forecasting. The problems that still exist when using the 
prediction methods for resources hosted by cloud 
computing are The absence of a set of measures to assess 
forecasting methods' accuracy when applied to the 
allocation of resources in a cloud. When comparing 
multiple types of prediction methods, predictive 
forecasting provides the most accurate load on 
cloud-hosted resources. [14] 
Many other researchers recognized in the 
literature on Optimization and metaheuristic 
algorithms and improving cloud computing 
performance, such as [15-30] studied Cloud 
computing importance in our lives. 
 
2.2 Kalman Filter 
 
The Kalman filter (K.F.) is an optimal filter by the 
recursive method that results in an optimal state estimate 
in a linear system. The KF is a predictor that predicts the 
future state from the spectrum of noisy measurement for 
the specified system state. K.F. is a numerical method 
applied to track a time-varying signal in the existence of 
noise. It is the issue of predicting a linear system's instant 
state from a measurement of outputs that are linear 
compositions of the states but deviated with Gaussian 
white noise. It can be used appropriately to either smooth, 
estimate, or predict consecutive past, present, and future 
states. [31], [32] 
 
2.3 ANFIS Algorithm 
 
The ANFIS has a great ability to deal with inaccuracies 
and uncertainties of nonlinear systems and is frequently 
implemented to build the fuzzy IF-THEN rules of logical 
reasoning through its powerful and effective data mining 
techniques. ANFIS gather the advantages of the Fuzzy 
Inference System (FIS) rule base and the learning 
advantages of Artificial Neural Networks (ANN), utilizes 
the FIS rule base to explain the relationship between the 
output and the input parameters and ANN to train the data 
and find the best parameters for the membership functions 
of the FIS to obtain the proper fuzzy rules and membership 
functions. The structure of the neuro-fuzzy model consists 
of different adaptive layers. Every layer has nodes to a 
connected network of transfer functions; the fuzzy inputs 
are processed through it. [33], [34], [35] 
 
 
 

2.4 Quantum Genetic Algorithm 
 
  2.4.1 Genetic Algorithm: 
 
Genetic algorithms (G.A.s) are adaptive methods that can 
be used to get the solution for an enormous range of 
optimization problems. It derives from the genetic 
processes of biological organisms. Natural populations 
have evolved according to natural selection principles and 
"survival of the fittest for many generations." Genetic 
algorithms are eligible to "develop" solutions to real-world 
problems by simulating this process if they have been 
properly encoded. Ga is more applicable to solve the 
optimization problem where the optimal result is extracted 
from an extensive random data set, such as the scenario in 
the search problem. [36]  
 
  2.4.2 Quantum Genetic Algorithm: 
 
The quantum genetic algorithm (QGA), a promising new 
genetic algorithm developed in recent years, is a quantum 
computing theory and genetic algorithm. The system is 
based on quantum computing concepts (qubit, quantum 
superposition, and quantum entanglement) and quantum 
theory, such as the quantum logic gate. In QGA, the qubit 
encoding is used to represent the chromosome, and the 
evolutionary process is performed using the quantum logic 
gate process on the chromosomes. Much attention is paid 
to it because it contains robust research capacity 
characteristics, rapid convergence, short computing time, 
and small population size. [37], [38] 
 
3. Proposed Model Implementation 
 
The proposed method's main body is based on a double 
chain quantum technology integrated into a genetic 
algorithm to improve the accuracy of the optimization 
process to find the best value for one of the ANFIS model 
parameters. To improve forecasting accuracy, the Kalman 
Smoother is used for data preprocessing. Kalman smoother 
is acceptable for the cloud application's load prediction 
because it was primarily proposed to estimate time-varying 
states in dynamic systems. 
 
This paper proposes a technique to estimate the task load 
situation in google cluster trace. In this paper, an adaptive 
network was used to optimize the fuzzy inference system 
parameters to overcome constraints of statistical methods 
after filtering the original data by the Kalman filter. Finally, 
the proposed model improves prediction accuracy, using 
QGA in the optimization process for the ANFIS parameter. 
 
The double chains quantum genetic algorithm (DCQGA) 
is based on the range of probability of quantum bits. In this 
way, each qubit's probability value is represented as two 
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genes, each chromosome carries two gene chains, and each 
of the gene chains works on the optimal solution. The 
number of optimization parameters determines the number 
of genes. Taking each qubit in the optimal chromosome as 
the target, individuals are updated by quantum rotation 
gates as represented in (1), and mutated by quantum 
non-gates to increase the diversity of the population [39]. 
 
 
         (1) 
 
Where Δθ0 is the initial rotation angle, 
 

     
                   (2) 

Then the direction of rotation angle Δθ can be 
calculated by such rules as follows: if S ≠ 0, then sign 
(Δθ) =- sign(S), else if S = 0, the direction of Δθ is 
arbitrary, 
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Where qpX ,   and vpX ,  represents pth vector in 
solution space corresponding to the parent colony (q) and 
child colony (v), and q

rpX )( ,  v
rpX )( ,  represents the 

rth variable of vector qpX ,  and vpX ,  , respectively. 
 
Performance measurements evaluated the proposed model. 
These measurements are significantly used to evaluate the 
original output gap and the expected output from the 
proposed model. The proposed model was rated using 
RMSE. 
  
RMSE = √((1/N) * ∑error²)              (4) 
 
The technique discussed above was used to find the best 
value for the optimization parameter. It used a double 
chain quantum genetic algorithm and calculate fitness 
function according to the ANFIS model using subtractive 
clustering to generate initial FIS for the ANFIS system 
after applying the Kalman filter to original data. 
The main steps and the conceptual design are illustrated in 
Algorithm 1 

Algorithm 1: Proposed methodology 

Step 1: Smearing Kalman Filter (Phase 
one) 
Step 2: Generate an initial random 

population 
Step 3: Calculate parameter value 
Step 4: Initialize ANFIS model 
Step 5: Perform the optimization 
algorithm using DCQGA (Phase two) 
Step 6: Find the best performance and 
accuracy. 
Step 7: Stop 

 
Two significant phases are constituting the implementation 
methodology of the proposed model. 
 
A.  Phase one: Data Pre-processing: 
Pre-processing is a process that turns the raw inputs and 
outputs into an understandable or acceptable form before 
the training process. This is often used to reduce the 
dimensionality of the input data and optimize the 
generalization performance. 
For the volatility characteristic of the load in cloud 
computing, the first uses Kalman filtering its filtering 
process, resulting in a more accurately reflect the 
characteristics of the cloud computing load curve. 
 
B. Phase Two: An optimization algorithm 
The double chain quantum Genetic algorithm is the 
algorithm used in the optimization phase. 
 
 
4. Results and Discussion  
 
Google cluster trace is a dataset released by Google in 
May 2011 of a cluster of 11000 machines and contains cell 
information of about 29 days. Every cell represents a set of 
several machines sharing a single cluster management 
system. Each job in the trace includes one or many tasks 
where each task might contain several processes to be run 
on a single machine. The trace data contains five tables: 
Machine Events Table, Machine attribute's Table, Jobs 
Events Table, Task Events Table, Task Constraints Table, 
and Task Resource Usage Table. [40]  
 
 
 
 
 
To discuss the proposed model's efficiency, testing was 
done on the Google cluster trace data and compared its 
result with compared model result in [41], obtained result 
of the proposed model, as shown in Fig. 1 with RMSE 
value equal to 0.0054. 
Fig. 1 illustrates the proposed model's testing in red marks 
compared with the blue line's original data. 
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They compared the model [41] stated that accurate load 
forecasts need to be developed early to improve 
cloud-hosted resources. The problem faced by these 
working titles is that there is no set of measures to assess 
the accuracy of forecasting methods' performance and 
compare predictive forecasting methods. It has contributed 
to the description of the specific assessment measures that 
have been collected and adapted from literature and used 
to assess the accuracy of the prediction of six basic ways 
of presenting literature. Using a dataset of 2011 Google's 
Cluster usage trace [42], it has evaluated CPU and 
memory usage, the emphasis was placed on comparing the 
performance of the prediction methods investigated. 
Its experiments choose to use a Training data for about a 
third of the 29-day data-trace with the length of 3000 
samples (250 hours). The Forecasting window is set to 30 

samples (2.5 hours), which are 1% of the training window.  
Finally, it shows that Auto-regression achieves better 
performance than other methods compared to most CPU 
usage data metrics with the min RMSE value between 
0.065 and 0.085. Data collected is the same as the data 
used in the proposed model and the same period chosen. 
It can be seen clearly that the matching between original 
data and predicted data is obviously shown in the proposed 
model. 
These results show that the proposed model is better than 
all comparable models depends on the RMSE value of the 
proposed model was less than the min RMSE value in the 
compared models 
. 
 

 
 

Fig. 1, the Proposed Model Result. 
 
5. Conclusion 
 
Cloud computing technology is progressively used in 
corporate and global business markets. The assessment 
shows that the allocation of dynamic resources is a 
growing need for cloud service providers for a more 
significant number of users while reducing response time. 
An efficient resource allocation strategy is needed in the 
cloud model to obtain user gratification and maximize 
profit for cloud service providers. The proposed model in 
this work improved host load estimated in the cloud 
environment. It applies the double chain quantum 
technique that integrated with the genetic algorithm to 
improve the accuracy of the optimization process to find 
the best value for one of the ANFIS model parameters to 
train the system by historical data of google cluster trace 
data after applying Kalman filter for data preprocessing 
and predict the cloud computing load. The proposed model 
was implemented and evaluated using the Google cluster 
trace. Compared with many other techniques, the 
evaluation results showed that building the optimization  

 
 
model allows the proposed model to perform better than 
the comparable model. 
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