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Abstract: It is evident from day to day web usage 
experience that a huge number of PDF sources have been 
uploaded on daily basis. For example, there are several 
scientific societies that publish volumes of articles and 
periodicals like IEEE, ACM, Elsevier, and Springer etc. 
Most of these resources are unstructured or semi-structured 
that makes it difficult to search and retrieve information. In 
this paper, an effective model for digital library creation is 
proposed which is originally motivated by an automated 
ontological information extraction framework (OFIE). The 
framework takes a PDF published paper, extracts its 
structural information like title, authors, abstract, funding 
information, table of contents, references etc. with the help 
of fuzzy rule-based system (FRBS) and word sense 
disambiguation (WSD) approach. Consequently, this 
extracted information is converted to RDF triples. The 
proposed scheme takes this extracted information and 
converts into a digital library stored in MS-SQL databased 
by Extract, Transform and Load (ETL) process. This digital 
library can be an institute’s library or an individual scholar’s 
library who is interested in synthesizing his downloaded 
PDF files for better search and retrieve purposes. Moreover, 
by using the SQL queries based front-end design, the 
information can be searched, retrieved, and exported in the 
form of reports.  
Keywords: Ontology, Digital Library, ETL, SQL, RDF, 
OFIE, FRBS 
 
1. Introduction: 

World wide web is a tremendous source of a huge number 
of documents especially published scientific knowledge 
comprised of heterogeneous formats depending on several 
publishing houses. Although many publishing houses are 
switched to structured (metadata) based publications but 
still a significant number of publishers simply uploaded the 
PDF version of the published articles. Consequently, such 
unstructured or semi-structured documents are skipped 
from the search engines hence a huge source of knowledge 
goes undiscovered. In this regard, there are several 
approaches that converts these unstructured PDF sources 
into structured sources by extracting and appending the 

metadata for better indexing [1].  
Information extraction is among the hottest areas of 
research in text mining and natural language processing 
(NLP). Several techniques have been investigated in the 
literature in this regard. It is also regarded as one of the most 
useful tool for information processing in case of machine 
readable approaches like Electronic Data Interchange (EDI) 
[2] in healthcare [3], sentiment analysis and text 
polarization [4] and semantic web [5] etc.  
There are various approaches exist in the literature for 
automated information extraction. The well-known 
approaches in the literature are rule-based information 
extraction [5], data/text-mining and machine learning based 
information extraction [6], conditional random fields (CRF) 
based information extraction [7] and rich text properties-
based information extraction [8]. Different approaches have 
different level of effectiveness in terms of accuracy and the 
type of data being extracted. Some approaches simply 
employed to extract some partial information like just 
authors’ information from the PDF document automatically 
[9]. While other approaches aim for complete metadata 
extraction [5, 10-11].  
In the information extraction paradigm, no approach is 
regarded as universal, rather approaches may be more or 
less effective based on the type, format and nature of 
document etc. It is possible that one approach which is 
incredibly good for one case may not be that effective or 
may be not effective at all in the other case. This is due to 
the heterogeneous nature of documents being produced 
online with various formats [1]. 
Ontology based information approaches have been gaining 
popularity over last decade due to the emergence of 
semantic web technology [5, 12]. The ontologies provide an 
inherent data dimensional perspective of information being 
extracted and later can be plugged in to the web directly or 
through the RDF databases [13] and relational databases 
like Oracle and SQL server [14].  As an institute or an 
individual scholar, there is a huge collection of downloaded 
PDF sources stored in the computer. It is tedious to search 
for a particular information from this collection while just 
relying on operating systems search options. Digital 
libraries have been gaining a tremendous popularity over 
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the conventional libraries especially in an institute scenario. 
Rahman and Alhaidari (2018) proposed a model of digital 
library and archiving system for the institutes. The library 
was equipped with searching and archiving mechanisms. E-
books metadata import and export engines were there 
however, for a physical element (book, article) or electronic 
element without metadata, administrator inserted the data 
manually. That means it was supporting the automatic 
information extraction from the electronic documents [15]. 
This is one of the basic motivations behind the proposed 
work to enhance a digital library by means of automatic 
information extraction from the semi and non-structured 
PDF sources. In this way, it will be two fold, firstly the 
structured document can immediately be transformed and 
import to the digital library while if the unstructured or 
semi-structured documents can easily be transformed into a 
digital library objects by means of automated information 
extraction (metadata). Currently, most of the digital libraries 
are missing this prominent feature like in [15]. 
The remainder of this paper is organized as follows. In 
section 2, system model is introduced. Performance of 
different codes in conjunction with different modulations is 
presented in section 3. The results of section 3 are used in 
section 4 to formulate a constrained optimization problem. 
In section 5 a brief introduction to Fuzzy Rule Base is given 
that is used to solve the optimization problem formulated in 
previous section. Section 6 presents the performance 
comparison of proposed scheme with various other famous 
adaptive schemes while section 7 concludes the paper.  
 
2. System Model 

Based on the above discussion on the proposed ontological 
framework that takes a PDF published paper, extracts its 
meta data and other information like title, authors, 
references etc. with the help of fuzzy regular expressions 
and word sense disambiguation and converts it into RDF 
triples. The proposed scheme takes this extracted 
information and converts into a digital library by Extract, 
Transform and Load (ETL) process. This digital library can 
be viewed as an institute library or it could be owned by an 
individual scholar who is interested in synthesizing his 
downloaded PDF files for better search, retrieve, sharing 
and publishing purposes. Moreover, by using the SQL 
queries based front-end design, the information can be 
searched, retrieved, shared, and exported in the form of 
reports. Figure 1 contains the conceptual model for the 
proposed digital library system. The constituent 
components of the proposed digital library are explained 
subsequently. 
 

 
Figure 1: Digital Library Conceptual Model 

 
 
3. Ontological Information Extraction Framework 

The said framework is an ontological dynamic and heuristic 
based approach that  extracts the information about logical 
structure and supportive materials of published research 
papers of diversified publication formats, styles and 
structures belong to various research societies like IEEE, 
ACM, Springer and Elsevier. The technique has an ability 
to learn new rules of enhanced information extraction (IE). 
This is the case where there is a variation among the 
document formats being considered for information 
extraction. To address this variation, the technique must be 
adaptive and robust. This framework is proposed in [16] by 
the us (same authors) and it is reported here for reference 
purpose.In this regard, instead of having a fixed rule-base 
(knowledgebase), a Fuzzy Rule Based System (FRBS) is to 
be investigated to learn new rules, based on the training 
provided by the existing rules. It is therefore, presumed that 
the proposed scheme will be dynamic in terms of IE from 
the documents with the formats different from those 
considered in the examples during training phase. A 
backend ontology, based on which the entire IE frame is 
defined, will work as criteria for learning new rules based 
on the new format presented during the testing phase. 
Moreover, a validator module for verification of the new 
formats being properly addressed will be added during 
training phase and removed once the system has sufficiently 
learnt. Further, to semantically fine tune the extraction 
process, semantic network-based Word Sense 
Disambiguation (WSD) will also be incorporated in the 
proposed technique to avoid possible misclassification of 
the extraction terms in the structure. The dataset for the 
undergoing research is based on the selected published 
articles of four scientific societies namely IEEE, Springer, 
ACM, and Elsevier, taken in terms of samples over last ten 
years. The methodology and the steps carried out in the 
research are shown in Figure 2. 
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Figure 2: Methodological Process 
 
The steps included in the proposed approach are given 
subsequently along with their complete detail and 
description. Each component is explain pertaining the 
undergoing research and the way it is applied in the 
proposed framework. 
 
A.  PDF to XML, text and doc/docx conversion  
First, the given document which is supposed to be in PDF 
format will be converted to XML, plain text and 
DOC/DOCX formats. Purpose for converting the source 
documents (articles) into more than one formats is that each 
conversion has its own pros and cons and from the 
experiments, it is observed that some part of information 
may be better extracted from XML, plain text and rest from 
DOC and vice versa. To compliment, all the formats are 
used. Mainly, XML provides a better extraction support due 
to its tag nature, DOC/DOCX provides rich text format 
(RTF) features like fonts, headings and numbering etc. for 
a better understanding and text provide plain text in a better 
way like the abstract, acknowledgement part etc.  
 
B. CONTENTS PRE-PROCESSING 
It is very important phase in the information extraction. In 
this phase, unnecessary details omission, data cleansing and 
other type of pre-processing is performed. In this phase 
different parts of the research papers like title, authors, 
funding agency are identified using different rules (mainly 
in the form of regular expressions) and rest of the tokens are 
discarded. For example, in this case, we are not interested 
in publication year, journal ISSN and paper’s main text etc. 
so such information can be filtered out.  
 
C. FUZZY REGULAR EXPRESSIONS 
This part is responsible for incorporating the new 
formatting/corpus related rules. If there is no change, then 
it will simply produce the output. Otherwise it will go for a 
rule by making it more flexible in terms of deletion, 
insertion, and substitution. It is mainly carried out by 
translating the rules which are regular expressions 
(REGEX) into fuzzy rules which are Fuzzy regular 
expressions (FREGEX) or FREJ in Java. Fuzzy regular 
expressions have a tolerance in terms of certain numbers of 
errors calculated by deletion, insertion, and substitution. 
The error measure is taken in terms of Levenshtein-distance 
of patterns with minimum number of insertions, deletions, 
or substitutions for pattern transformation.  

 
D. FUZZY RULE BASED SYSTEM 
As explained earlier, we have been targeting four societies 
mainly that contains several journals with varying formats. 
Moreover, in the dataset, other journals are also included for 
sake of testing the proposed approach. In this regard, it is 
very important to figure out the appropriate fuzzy regular 
expression (index) upon detecting a particular society (say 
Elsevier), the second parameter in this regard is structural 
index (SI) that specifies whether the given text token is title, 
abstract, keyword etc. The third parameter in this regard is 
tolerance (T), that specifies the extent to which the distance 
between pattern and text token can be tolerated. It is worth 
mentioning here, that high tolerance does not always means 
error is avoided. In some cases, more tolerance can result in 
poor detection and/or accuracy. Figure 3 shows the 
schematic of the FRBS.  
 

 

Figure 3: Schematic of Fuzzy System 
 
To fine tune the performance by tolerating the average error, 
the FRBS is designed to estimate the exact tolerance being 
used by the fuzzy regular expression. The sample rule can 
be expressed as: 
 
IF (SOC = ‘index’ AND SI = ‘index’) THEN (AND T = V.High) 
 
Components of Fuzzy Rule Based System 

There mainly four components of fuzzy rule-based 
system. Namely, fuzzifier, defuzzifier, inference engine and 
the rule base. In this research, we have used Triangular 
Fuzzifier, Center Average Defuzzifier and Mamdani 
Inference Engine (MIE) [17]. The rule based is created 
using lookup table approach [21-26]. The sample lookup 
table is given in Table 1. 
 

Document Source
PDF/DOC to Text and 
DOC/DOCX Conversion

Contents Preprocessing
Fuzzification of Rules 
(REGEX to FREGEX)

Information Extraction & 
WSD

Ontology and Export

Society (Soc)

Structural 
Index (SI)

Tolerance  
(T)
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Table 1: Lookup Table 
 S. Index 0 1 2 3 4 5 6 7 8 

Soc  Title  Name Abstract Keyword Heading Figure Table Ack Ref  
0 IEEE          

1 ACM          

2 Elsevier    Low (1) V. Low 
(0) 

    

3 Springer          

4 Others High (3)         

 
Here the input variable soc (society) is depicting the four 
main and one generic society ranging from [0-4]. Similarly, 
second input variable SI (structural index) ranging between 
[0-8] representing the structural index in an arbitrary paper. 
The output variable t (tolerance) is ranging between [0-4] 
against the fuzzy values (very low, low, medium, high, and 
very high). Figures 4 and 5 depict fuzzy input variables with 
their membership functions and Figure 6 shows the fuzzy 
output variable with its membership function mapping.  
 

 
Figure 4: First Input variable Society (Soc) 

 

 
Figure 5: Second Input variable structural index (SI) 

 
 

 
Figure 6: Output variable Tolerance (T) 

 
E.  Word Sense Disambiguation 
This module is responsible for false alarms. If some word is 
being misinterpreted by the proposed scheme it will help 
suggesting the right sense. It is a value addition in the 
proposed technique to improve the accuracy in the 
information extraction process. In the implementation, it is 

performed by word to vector (word2vec) based similarity 
model [18]. The test is performed on the values for 
segments (author name, email etc.) obtained from XML, 
text, and MS word input documents, respectively. The 
module takes two expressions (one from word and/or text 
and second from XML converted document). This is 
because, from heuristic, it is found that some fields can be 
better extracted from text, doc, and XML. So, to get the 
right information that information is fed to WSD to obtain 
accurate information from any pair of strings say ‘title’. 
Word2vec is a Neural Network based model in which the 
words or the concepts are represented in terms of n-
dimensional vectors in a huge vector space [19]. Word2vec 
further finds the nearest or closest words semantically 
and/or syntactically. Here this approach helps us figure out 
the best possible outcome to be taken between two versions 
extracted separately that are from word/text and from XML. 
This is the most important phase in terms of sensing the 
extracted structural information in terms of removing 
ambiguities that are also not identified in FRBS. This part 
is responsible for determining the similarity between two 
sentences and checking the sense and context of two 
sentences using a natural language processing (NLP) 
module (library) called spaCy [20]. The term ‘ambiguous’ 
in this research refers to the meaning and sequence of 
sentences that is extracted from both versions i.e. text 
version and XML version in correct manner or not. It 
involves data science for checking the similarity and 
sensing the information. Figure 7 shows the conceptual 
diagram of spaCy. Similarity is determined by 
comparing word vectors or “word embeddings”, multi-
dimensional meaning representations of a word. Word 
vectors can be generated using an algorithm like word2vec. 
The words “dog”, “cat” and “banana” are all common in 
English, so they are part of the model’s vocabulary, and 
come with a vector. The word “afskfsd” on the other hand 
is a lot less common and out-of-vocabulary – so its vector 
representation consists of 300 dimensions of 0, which 
means it is practically nonexistent. If your application will 
benefit from a large vocabulary with more vectors, you 
should consider using one of the larger models or loading in 
a full vector package, for example, en_vectors_web_lg, 
which includes over 1 million unique vectors. spaCy can 
compare two objects and make a prediction of how similar 
they are. Predicting similarity is useful for building 
recommendation systems or flagging duplicates. For 
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example, you can suggest a user content that is like what 
they are currently looking at or label a support ticket as a 
duplicate if it is very similar to an already existing one. 
 

 
Figure 7: The conceptual diagram of spaCy library [20] 
 
As mentioned earlier word2vec technique with the latest 
spacy library have been investigated in this research. 
Basically, we are given with the two types of data columns 
that are being extracted by fuzzified regular expression of 
two document versions that are text version and XML 
version. Now the aim to select the best possible extracted 
data value from these two versions. For this purpose, first 
the data is converted into individual sentences. Then the 
length of each sentence from both versions is checked, the 
adequate length will be saved. In second step, the sentences 
will be broken and checked word by word with the local 
word cloud or word net. If the words of sentence are present 
in word cloud then it will be saved, otherwise it will be 
rejected. In third and most important step the similarity 
based on semantically contextual information is checked. 

The said process for WSD is shown in Figure 8.  
 

 
 
Figure 8: WSD process 

 
For example, in the Table 2, a title extracted in txt format is 
“information extraction from diverse scientific sources” and 
the title extracted in xml format is “extraction diverse 
sources information from scientific”. It is apparent that 
there is wrong sentence sequence is in XML version and 
lack of sense. The word2vec converts these two sentences 
into vectors and then check the similarity between these two 
sentences and finally pick the best sentence with the right 
sense and right sequence and save this sentence into a 
resultant database column.  
 

Table 2: WSD Example. 
 Text Version XML Version Correct Version 
Title Information Extraction from 

Scientific Sources 
Information from Sources Extraction 
Sources 

Information Extraction from 
Scientific Sources 

Section No. 
with Headings 

2. Related Work 
3. Textual Definition 
5. OFIE Model 

1. Introduction 
2. Related Work 
3. Textual Definition 
4. Propose Approach 
5. OFIE Model 

1. Introduction 
2. Related Work 
3. Textual Definition 
4. Propose Approach 
5. OFIE Model 

 
F. ONTOLOGY 
This is the structure comprised of all the fields, subfields, 
and possible segments about which, data is going to be 
extracted. For example, authors, title, sub-title, sections and 
other useful and required information. The ontology is 
designed/engineered in Protégé as shown in Figure 9. The 
left side panel represent all the fields of the research paper 
and their logical relationships. Middle panel represent the 
sample extracted information against those fields.  
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Figure 9: Ontology Implementation in Protégé 
 
4. Proposed Digital Library 

It further illustrates that the new PDF source is introduced to the 
system. The proposed OFIE model extracts the structural 
information from the source and transform it into a digital library 
object in the form of an excel or comma separated file. The digital 
library in turn, saves the information as a new record in the 
database running on MS SQL server. In this way we can add 
arbitrary number of articles. The query interface provides a 
graphical user interface to the user. In the interface there are 
several searching options like search by author name, complete 
title or a title word, keyword or any word being used in the abstract. 
As a result, all the records (saved papers) are fetched to the user. 
That information can be read and exported as a report because 
there might be several records containing the information being 
searched. Figure 10 shows a newly extracted record from the file 
that was browsed from the “Browse” button. This information can 
be inserted as a new record to the digital library by clicking the 
“Save to DB” button.  
 

 
Figure 10: A newly inserted record 
 
Figure 11 shows the search menu. That provides the means 
of searching in the digital library by title, author name, 
keyword, and any word in abstract. Consequently, all the 
matching records will be fetched as shown in the next figure. 
 

 
Figure 11: Search Menu 
 
Figure 12, 13 and 14 show the sample search result after 
searching by title word, author name and word in the 
abstract. In either case user can make a choice to search as 
a whole word or partial word. This is helping when the user 
does not know the complete word or facing some spelling 
issues. 
 

 
Figure 12: Search by title word 
 

 
Figure 5.17: Search by keyword 
 

 
Figure 5.17: Search by a word in abstract 
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5. Conclusion 

This research presents the creation of a digital library to 
archive and retrieve the information extracted from diverse 
scientific sources like papers published by IEEE, ACM, 
Springer etc. In this regard, a relational database 
management system (RDBMS) based digital library was 
built in Microsoft SQL Server. The information was 
extracted using OFIE framework which was available in 
RDF and Excel format. A routine was written to convert the 
Excel file to the database record. In this way, several articles’ 
information was archived in the digital library. To search the 
contents of the digital library and search mechanism was 
develop where the user can search the designed information 
based on various filters like author name, title word etc. In 
future, this concept of digital library can be extended to 
semantic web and online databases can be investigated in 
this regard. 
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