IJCSNS International Journal of Computer Science and Network Security, VOL.20 No.12, December 2020 51

Developing a novel Text mining Model for Exploring Knowledge
from an Arabic text: Al-Hadeeth Al-shareef as case study

Manar Ahmed Mohammed Hamza '3, Tarig Mohamed Ahmed >4, Anwer Mustafa
Mohamedsalih Hilal -3 *

'Department of Computer and Self Development, Prince Sattam bin Abdulaziz University, Al-Kharj, Saudi Arabia
’Department of Information Technology, Faculty of Computing and Information Technology, King Abdul-Aziz University,
Jeddah, Saudi Arabia
3Faculty of Computer Science and Information Technology, Omdurman Islamic University, Omdurman, Sudan
“Department of Computer Sciences, University of Khartoum, Khartoum, Sudan
* Corresponding Author.

Email Address: a.hilal@psau.edu.sa (A. M. M. Hilal)
https://doi.org/10.21833/ijaas.2021.01.002

Corresponding author's ORCID profile:
https://orcid.org/0000-0002-4658-8941 2313-626X/© 2020

Abstract

Stemming is an attempt to reduce word to its root form. It is a pre-
processingstep in Text Mining Applications as well as a prevalent
need thing of Natural Language Processing (NLP) filed,
Information Retrieval systems and text classifiers. Many research
focusing on extracting Arabic root to reduce different grammatical
forms of words like its nouns, verbs, and adjectives. In this study
we developed a new Text Mining model consist of two algorithms,
the first is a stemming algorithm which process the word and
match it with the suitable diacritics or vocalize word pattern as
(J22) f-a-1 and (J=\) faeil then extract root without using root file.
When we applied our Stemmer algorithm on (Sahih Al-Bukhari)
textbook, which is one of seven primary books in Al-hadith Al-
Sharif in Prophet’s Sunnah beside Muslim and others textbook, we
achieved 95.8% accuracy of root extraction and 96.4% inflection
accuracy. The second algorithm is concerned to mining the
knowledge by detecting the entities as verb time (Past, Present,
and Imperative), noun and proper noun.

Key words:
Stemming, root, Text Mining, NLP.

1. Introduction

Stemming is an attempt to remove the extra letters from
a word, to reduce each word to its root form by using
different techniques such as light stemming, lookup tables,
rule-based and root file. The Arabic language characteristic
is entirely different from the English language. [26]

The Arabic text is written in vocalization
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(diacritics) or without diacritics. Each Arabic words letter
has a sign call (haraka), which literally means 'motions' it
can be Fathah (&), Kasrah (%), Dammah(<), Sukun(%),
Shadddah(&) and Tanween(%, . ,&), and there is no diacritics
on the vowel letter (s, ,) [28][10].

Our model improves the accuracy of extracting the
Arabic word root and classifies it into a state of verb time.
We apply our model to one of the Sunnah text called Sahih
Al-Bukhari book; it is one of the Kutub al-Sittah of Sunni
Islam. The Muslim scholar Muhammad Al-Bukhari
collected these prophetic traditions or Hadith.

The Prophet's Hadith or Sunnah is what the
Prophet Mohamed Bin Abdul Allah Peace be upon him said
or done or report. It is the second source of sources of
Islamic legislation after the Quran. The prophetic Hadith is
everything that the Prophet Mohammed - may God bless
him and grant him peace said, it is mean everything that
came from him in terms of saying, deed, report, moral
characteristic, moral characteristic, or biography received
from him, whether it was before or after the mission.

Throughout the ages, the scientists gives to Hadith
collection and codification, study and explanation, and
developed around various sciences as science wound
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alteration Hadith and science, and that was the primary goal
of keeping modern and pushing lying about the Prophet and
accepted explanation and feedback from him. This Hadith
Sciences influence spread in different areas such as history
and relation to the biography and translations science
classes, in addition to its effect on Arabic language and
interpretation and jurisprudence.

We prepare a new text mining model approach
with a new technique that extract the Arabic word root from
an input Hadith diacritics text after putting the word in an
appropriate pattern, then removes suffix and prefix and
applies rules to extract the root with any length.

Our study aims to build a text mining model relied
on the Arabic diacritics text to extract the proper root and
its inflection for each word with high accuracy to exploring
the knowledge by determining the entities as verb time (Past,
Present, and Imperative), noun and proper noun with high
performance. We gain 95.8% accuracy for extracting the
root and 96.4% inflection accuracy.

2. Related Work

Stemming algorithm using different techniques to
extract the root or stem from words. Most researchers had
proposed algorithms to stem and normalize Arabic words
and work on al Hadith al Sharif as classification only. In this
section, we will show the previous research in this field.
Khoja, S. Garside, R. [1999] developed a fast and high

accuracy stemmer algorithm for Arabic words; it is the most
famous stemming algorithm. He improved stemming for
Arabic information retrieval light stemming and co-
occurrence analysis by using root dictionary file. [4]

Al Kabi M. et al [2015] present light and heavy Arabic
stemmer to extract the trilateral Arabic root and compare the
output with two stemmers. It performs 75% accuracy. [16]
Momani M., Faraj J. [2007] display a stemmer to extract tri-
literal Arabic roots by removing suffix and prefixes and
implement some step until arranging the remaining letters
according to their order in the original word, its accuracy
about 73% [8]

Taghva K., E1 Khoury R, Combs J., [2005] implements light
Arabic stemmer to extract root similar to Khoja stemmer
but without using root dictionary and perform equivalent
performance [6]

Yaseen Q., Hamedi 1. [2014] present Word Substring
Stemming algorithm (WSS) which extract an Arabic root
from word that consist of three and four letters only. It
extracts all substrings of a word then uses an Arabic root file
and pattern file. [15]

Al Kabi M., [2013] improve khoja stemmer by adding
(Pattern, forms,”c) ¥
in Khoja stemmer so that he improve the accuracy to 5%
improvement. [12]

Al Shalabi [2005] Pattern Based stemmer for finding Arabic
root algorithm extract tripartite Arabic root by removing
suffix and prefix from the word then matched it with the
pattern. [5]

Krea A., Ahmed S.,Kababna K., [2014] present Arabic
Words Stemming Approach Using Arabic Wordnet use two
methods which is light stemmer and look in tables, it uses
an Arabic word net table after removing the affixes better.
[14]

Rostam N. A. P, Malim N. H. A. H. [2019] propose a
method to classify three selected categories Hajj, Prayer,
and Zakat, then determine the interrelation between them in
the Islamic resources Quran and Hadiths. Three methods of
classification were done to make a comparison. [23]

) and identify more pattern not use

Najib S. R. M., Abd Rahman N., Ismail N. K., Nor Z. M.,
Alias M. N. [2017] explain how Machine Learning
techniques classify Malay translated Hadith document
based on sanad. They used SVM, NB and k-NN to identify
and evaluate the performance of their works. [20]

ABDELAAL H. M. and YOUNESS H. A. [2019] identify
the Hadith Sanad (chain of narrators) and hadith references
using the information gain technique to judge the validity of
the Hadith, and build a classifier model. They used
Supervised Learning algorithms to assign the Hadith
automatically into one of some predetermined categories,
using Decision Trees (DT) and Na"ive Bayes (NB)
classifiers. The Results showed that DT and NB Classifiers
achieved high accuracy. [22]

Mahmood A., Khan H. U., Rehman Z. U., Khan W. [2017]
build a model to search and analyze Hadith level using the
Naive Bayes (NB) algorithm and the Decision Tree
algorithm (C4.5). They compare the two algorithms and
the evaluation results found that the Decision Tree
Algorithm (C4.5) has a higher accuracy rate of 7.81% of
the Naive Bayes Classifier Algorithm. [19]

Harrag F. and Cherif A. H., [2007] proposed an authenticity
system in the French language which provide a list of
prophetic traditions “60 Hadiths” classified according to
their degrees of similarity based on a given query. Among
the other implemented classic text mining methods in
authenticity are TFIDF Weight and cosine measure. [7]

Harrag F., El-Qawasmah E. [2009] use 453 various Hadiths
from the Encyclopedia of Nine Books for the Honorable
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Prophetic. They classify Arabic documents by applying
ANN (Artificial Neural Network) model and use SVD
(Singular Value Decomposition) to select the relevant
features for classification. The experimental results achieve
88.33% compare to basic ANN on Arabic document
classification, which is yields 85.75%. [9]

Harrag F., Alothaim A., Abanmy A., Alomaigan F., Alsalehi
S. [2013] use all Hadiths in Sahih Al-Bukhari they
concerned with the use of association rules to extract the
ontology of prophetic narrations (Hadith), by computing
correspondence relations using the suitable algorithm. In
particular. [11]

Saloot M. A., et al [2016] Use 3150 Hadiths from Sahih Al
Bukhari they analyze all academic journal and conference
publications that using Hadith classification and mining
methods of artificial intelligence. The Hadith classification
by neural networks achieved 94 %, and when the Hadith
mining method join the vector space model, the accuracy
result achieved is 88 %. [17]

Harrag F. [2014] used 7563 Hadiths from Sahih Al-Bukhari
(in the Urdu language). He proposes a knowledge extraction
model to extract Named entities from Sahih Al-Bukhari
Urdu translation. The proposed model based on finite-state
transducer system to extract entities and process the Hadith
content using Part of Speech (POS) tagging. Conditional
Random Field, an ensemble-based algorithm, processes the
extracted nouns for NER and classification [13]
Boudchiche M., et al. [2017] illustrate AlKhalil2. It is a
morph syntactic analyzer of Arabic words, it is the second
version of Alkhalil analyzerl (Boudlal et al., 2010) with
error correction and enrichment data base to be more
accurate, fast analysis, ability to displays all the possible
words that satisfy root and index every word. [18]

As we noted in the previous works, some papers focus on
extracting root as Khoja, S. Garside, R. [1999], Taghva K.,
El Khoury R, Combs J., [2005] by using different
techniques.

Some research extract trilateral Arabic root only like Al kabi
M. et al [2015] and Momani M., Faraj J., [2007]
Boudchiche M., et al. [2017] extracting root, analyses and
display all the possible inflection for words and all works in
al hadith al Sharif such as Saloot M. A., et al [2016] and
Harrag F., [2014] concern with classification only.

There is no work based on parsing words in the Arabic text,
building a model to extract the Arabic pattern, and extract
verbs of imperative, past and present tense from Arabic text.
We develop a text-mining model with a novel concept for

extracting root and its inflection from Arabic diacritics text
to gain high level of accuracy and other feature selection
technique to determine verb types, nouns and stop word
with high performance.

3. Research Model

In this research, we developed a text-mining model,
which consist of two algorithms the first one for extracting
Arabic root from diacritics texts and its inflection. The
second algorithm determines the entities as verb type,
formal noun, proper noun and stop word for text mining
purpose. We applied our model to (Sahih Al-Bukhari)
textbook [30], one of seven primary books in Al-hadith Al-
Sharif in Prophet’s Sunnah besides Muslim and other
textbooks. The Hadith consists of two-part Assign (b)) and
Board ((i«) [28] the Assign is the narrator chain of people,
and the Board is the body of Hadith. Figure 1 illustrates the
structure of the Hadith

3.1 The proposed model

In the research, we will develop a new text-mining
model for dealing with unstructured data as Hadith text;
figure 2 illustrates our proposed model.
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Fig. 2 The proposed model
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The first step beginning with collect the Hadith text,
then preprocessing and storing it as structured data in a
suitable database; after that, we will apply the first
algorithm called stemming algorithm to construct the
Hadith dataset, then we will apply the second called text-
mining algorithm to serve the end-user inquiry. Therefore,
a research model designed for processing, analyzing and
exploring knowledge from Hadith text. The following steps
explain how our proposed model work:

1. Prepare authenticated resources.

2. Design databases.

3. Firstly, apply stemming algorithm

3.1. Extract word root.
3.2. Find the inflection.
3.3. Construct the Hadith dataset.

4. Secondly, apply a text-mining algorithm.

4.1. Specify the entities in the Hadith text as:
4.1.1. Verbs time (Past, Present, and
Imperative).
4.1.2. Nouns and proper nouns.
5. Inquiry

3.2  Model Concept

Morphology is a branch of linguistics that studies the
structure of words. It is classified as derivation, inflection,
and agglutination. [29]

Derivation attaches affixes to words creating new word
but inflection study the word grammar and agglutination
means that the word may be attached a set of affixes. [29]
There are two types of inflection, the first type is
(Inflectional: <2 2=), and the second type is (Non-
inflectional: 4Wix) Word morphology is useful to
disambiguation of word sense, using a dictionary very well,
and acquiring linguistic information.

3.2.1 Arabic verbs:

The verb indicates two things together: a state and tense
associated with them, conditions of verb state may include
syntax, tense, pattern, voice, Gender all these expressions
as shown in Table 1. [29]

Table 1: Conditions Verb action

Formula past action(=le J28), present action( J=é
& Jbas), Imperatives action(<! Jad)

Tense Past(~al), present(g ), future(Jiiiue)

Pattern Triple(& 22s), more triangular(8 v ),
quadrilateral (=4 2yaa), more
quadrilateral(sel 2 )

Voice Active (pst2ell i) and passive(dsea<ll i)

Gender Feminine (<34l) and Masculine (LS4l

3.2.2 Arabic verb cases
Most Arabic stemmers are designed to extract root from
Arabic text without diacritics (Tashkil), but our algorithm
deal with diacritics text using word pattern

Table 2: Arabic verb types and patterns [3]

(Abstract  Triple: | « (&b« Jsd | GGl ¢ (K
D 224) b
cJeld ¢ Jad ey Ujﬁ
CRE G| AT ial)l
. Qa8 Jeld | 1Al i
Verb uglj:xz'j‘ )trlangular : " dﬁ‘ " dm‘
State | -~ (e sa8) Jasili)
(A OB
Jadll) Dbl

(Abstract St
quadrilateral : Ol
o)

(Extra ) ¢ c&)&‘-)—l
quadrilateral : %)« dl:d\ ] sJ.a.\ 53
=) ) Olabs)
Table 3: Nouns Arabic patterns [25]
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Table 4: Common Verbs and Nouns Arabic patterns
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3.2.3 Pronouns and their corresponding patterns
Pronouns are divided into three types: (<l ieca: 1st
Person), («blaall jueca: 2nd Person) and (aSiall jeca: 3rd
Person). [3] All pronouns and their corresponding patterns
are shown in Table 5

Table 5: Pronouns and patterns

e Grammar Pattern
(The Pronouns : _ilezall) e
st Person : Aidl (masculine : JS) (singular : 2,) (Iam : U Jadl
' (feminine : &) — —
(plural : g=2) (We : =) o
(masculine : Si) (You : <ify i
(singular : 3,3)
(feminine : <xise) (You : <y g
(masculine : JSi) ek
2nd Person : il (Dual : ) (You : Ly -
(feminine : &) Suk
(masculine : JS) (You : ) | s
(plural : @) ,
(feminine : &) (You : i) Ol
(masculine : Si) (He : ) s
(singular : )
(feminine : &) (She : ») Jas
ine : % L Sk
3rd Person : <l (masculine : ,S) (They : Lea) ;
(Dual : e
(feminine : &) (They :a) M
(masculine : JSi«) (They : a8) | slas
(plural : ) ,
(feminine : <xise) (They : c») s
33 Implementation: The Proposed Text Tokenization

Mining Model (stemming and exploration
knowledge)

Our proposed model contains two algorithms; the first
algorithm is concerned with the parsing and stemming
process of extracting word root using the appropriate word
selection pattern. The second algorithm uses the output of
the first algorithm to determine the entities in the text, such
as verb types and nouns, to exploration for knowledge.
3.3.1 Proposed Stemmer algorithm:

The objective of this stage is to prepare the document for
the next phase. The first step is the preprocessing step,
which includes the following operations:

This is the process of dividing the text into words separated
by white spaces.

Table 6: Prefix, Infix and suffix
Prefix Infix Suffix
5033 cgl:\ 5LA.\'J' e:')‘s 5:';6 5&& ‘;;AG
AR AT S P I P
e e daeg) (B3 oG

ISR Ry

- c A
[ T )

«J s s ]s}ejﬂjsjadadségs&sisiaisi P , I

,i‘%“? - 7 G (O ey e ol o) B edS o lp

¢ “““d e oy ol ol e o) ol &
O

b‘r‘”“ﬂ’

Remove the suffixes and prefixes
In this model, a list of prefixes and suffixes [10] is defined
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in an array in order to remove it, an example of prefix, infix
and suffix shown in Table 6.

Find the appropriate word grammatical pattern

To deal with the diacritics text, we relied on building the
formed syntactic pattern from the grammatical references
[1], [27] with all pronouns as shown in table No. 5 we have
several patterns according to the verbs, nouns as mentioned
in tables No 2,3 and common patterns for verbs and nouns
as mentioned in table No 4.

Extracting word root and make an inflection

This step in the algorithm extracts the word root and parsing
it based on the grammatical pattern. All the above steps
were summarized in the following algorithm and its data
flow diagram as shown in figures 3, 4:

verb times, nouns, and stop words. Stop words are function
words like prepositions, conjunctions, articles, etc.; we had
created a list of Arabic stop words manually. We apply some
rules to set the nouns, also a list of nouns created manually,
and it is language specific.

The model will classify the word into verbs and nouns, state
of a verb, which is past (=l J=), present (g biae J28) or
Imperatives ( J28) and determine a noun.

Input: Diacritics text from Sahih Al-Bukhari book
Output: Word root and inflection

1- Input the diacritics hadeeth text.

2- Search in the database for all records.

3- Separate each record into words to put it in an
appropriate pattern.

4- Put the word in an array.

5- Determine the noun

6- Determine the stop words.

7- Remove suffixes.

8- Remove prefixes.

9- Determine word length

10- Find the most appropriate diacritics pattern for the
word.

11- Make the inflection for the word according to the
chosen diacritics pattern in step 10.

12- Extracting the letters corresponding to (Faa',
"), (Ayn, " ¢"), and (Lam, " J")
pattern from the word as root if the root is
triple, or (Faa', " <"), (Ayn, " ¢"), (Lam," J")
and (Lam, " J"), if the root is quadruple or any
root types.

n

in chosen

A

Tokenize Text

Yes

Check
Nouns

— Color the nouns |¢— Nouns
in brown

Stop Words

Suffixes Extract
& Prefixes ¥ Suffixes then
- Prefixes
Color the verb
types (Past in Match word

Fig. 3 The developed Stemming Algorithm

3.3.2: Proposed Mining Algorithm:

The exploration algorithm in the text relies on the output of
the first algorithm, specifically the partial syntax, as it
works to determine the types of the verb and identify nouns
in the text as entities in preparation for the exploration of
knowledge. After performing the first algorithm, the model
will apply the second algorithm to extract the entities of

| | Bed, Present |q  Word Root with suitable
in Green and & inflection verb pattern
Imperative in to extract
Blue)

Fig. 4 First algorithm Flow Chart

Mining algorithm

Input: the data set obtained from our stemming

algorithm

Output: Pattern as entities

1- Input Inflection Table (Noun, Past Verb, Present
Verb, Imperative Verb)

2- Find pattern as
Expressions Object

3-  If Match is Noun Then

entities using Regular
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Color in brown

Else IF Match is Past Verb Then
Color in Red

Else IF Match is Present Verb Then
Color in Green

Else IF Match is Imperative Verb Then
Color in Blue

End IF

Fig. 5 Developed Text-mining Algorithm

3.4 Evaluation and Model Accuracy:
To evaluate your job, you should know two essential terms
in any measurements, Accuracy, and Precision. They have a
different meaning, as we will discuss in the subsequence
lines. For our algorithm, accuracy had been calculated in
terms of positives and negatives as follows:

Accuracy= (TP+TN) / (TP+TN+FP+FN)

Where, TP = True Positives, TN = True Negatives, FP =
False Positives, and F'N = False Negatives table 7
represent the confusion matrix.

Calculating accuracy for the model that classified 5098
words as roots (the positive class) or names (the negative

class):

Table 7: Confusion matrix

True Positive (TP) False Positive (FP)

Reality: the root of the verb Reality: the root of the verb

ML model predicted: root. ML model predicted: the wrong

root.
Number of TP results: 1286

Number of FP results:63

False Negative (FN) True Negative (TN)

Reality: the name. ML model | Reality: the root of the name.
predicted: the wrong name.

ML model predicted: root of name
Number of FN results: 16

Number of TN results: 423

Accuracy= (TP+TN)/ (TP+TN+FP+FN) = (1286+423)/
(1286+423+63+16) =95.57%

Accuracy comes out to 0.958, or 95.8%. That means our
algorithm is doing a great job of extracting the root.

Recall (R) Sarhan, 1. (2016) [24]: Is the ratio of the
number of relevant instances retrieved to the total number

of existing relevant instances, defined as:
TP

R=Tp¥rn
1286

1286 + 16

=0.9877
=98.8%

Precision (P) Sarhan, 1. (2016) [24]: s the ratio of the
number of relevant instances retrieved to the total number
of irrelevant and relevant records retrieved, defined as:

TP

P=Tp+vFp

1286
T 1286 + 423

=0.7525
=75.2%

F-Measure (F) Sarhan, 1. (2016)[24]: Is the combination
of the precision and recall for penalizing the very large in
equalities between

These two measures, defined as 0.742976

Fe2x P xR
TTTP4R
0.752 * 0.988
F-Measure = 2 X —— =0.85
0.752+0.988

Accuracy (A): Is the fraction of true results against the total
number of cases evaluated, defined as:

TP+ TN

A= P Y TN T FP T FN

Where TP: the number of true positives, FN: the number of
false negatives, TN: the number of true negatives, FP: the
number

of false positives

_ 1286+423
1286+423+63+16

=95.57%

Accuracy comes out to 95.8%. That means our Stemmer is
doing a great job of extracting roots from Arabic words.

4. Result Discussion

We trained the root extraction algorithm and parsing by
applying it to 5147 words found in 79 documents from the
Sahih al-Bukhari book, we got a promising accuracy rate
for root extraction, which is 95.58%, and we got a good
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percentage of parsing, which is 95.51%.

Table 10: Root accuracy

We also tested the root extraction algorithm and parsing by Sahih Moutaa
applying it to more than 1,280 words found in 18 documents Book name Muslim Malik
from Sahih Muslim and Muwatta Malik book [2], and we Total number of words 653 627
got an accuracy rate of 95.1 for extracting the root and an Total number of true root
accuracy rate of 95.5% in the parsing of the book of verbs(TP) 148 165
Muwatta Malik. 95.4% for extracting the root and 92% Total number of true root Nouns
accuracy parsing for Sahih Muslim book. (FP) 57 49
Total number of wrong root verbs
Table 8: Root accuracy in Our Stemmer algorithm (TN) 6 El
Total number of wrong root Nouns
" (FP) 4 2
ook name ih Al- i
Sahih Al-Bukhari Total number of proper Nouns 240 179
Total number of words 5.147
. Total number of stop words 192 217
Total number of true root verbs(TP) 1.286
2 Total number of not done words 6 6
Total number of true root Nouns (TN) 420 Accuracy 95 40% 95.10%
Total number of wrong root verbs (FP) 63
Total number of wrong root Nouns (FN) 16 Table 10: shows the accuracy percentage of extracting the
Total number of proper Nouns 1742 root in the testing phase, and it was applied to Sahih Muslim
’ Book and Moutaa Malik Book for more than 600 words.
Total number of stop words 1,576
Total number of not processed words 44 Table 11: Inflection accuracy
Accuracy 0 Sahih Moutaa
93.57% Book name Muslim | Malik
Table 8: Display the accuracy percentage of inflection in the Total number of words 652 627
training phase and it applied to Sahih Al-Bukhari Book for Total number of true root verbs (TP) 140 164
5147 words. Total number of true root Nouns (FP) 58 51
Total number of wrong root verbs (TN) 14 10
Table 9: Inflection accuracy in Our Stemmer algorithm Total number of wrong root Nouns (EP) 3 0
Book name Sahih Al-Bukhari Total number of proper Nouns 240 179
Total number of words 5147 Total number of stop words 192 217
Total number of true Inflection verbs(TP) 1285 Total number of not done words 6 6
(TToIt\';l)l number of true Inflection Nouns 420 Accuracy 929 95.50%
Total number of wrong Inflection verbs . o
(FP) 64 Table 11: shows the accuracy percentage of inflection in the
Total number of wrong Inflection Nouns testing phase, and it was applied to Sahih Muslim book and
(EN) 16 Moutaa Malik book for more than 600 words.
Total number of proper Nouns 1742
Total number of stop words 1576 Table 12: Root and inflection accuracy in the training and
Total number of not done words 44 testing phase
Accuracy 95.51% Phase Book name Accuracy .
Root Inflection
Training | Sahih Al-Bukhari 95.8% 96.4%
Table 9: Display the accuracy percentage of inflection in the Testing | Sahih Muslim 95.4% 92%
training phase, and it applied to Sahih Al-Bukhari Book for Moutaa Malik 95.1% 95.5%

5147 words.

Table 10: Shows the accuracy percentage of root extraction
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and inflection in both the training and testing phase, and it
was applied to Sahih Al-Bukhari in the training phase and
Sahih Muslim and Moutaa Malik books in the testing phase.

4.1 Experimental analysis

The algorithm of Alshalabi (2005)[5]; occurs an accuracy
of about 92%, as shown in section 2; it normalizes the
corpus by remove stop words, prefixes, and suffices, then
reducing the inflected word. Yaseen and Hmeidi use Arabic
patterns file and set of rules and use Holy Quran dataset and
occurs 83.9%, Al-Kabi et al. Improve Khoja Rule-base
stemmer in Arabic newspaper and website and occurs 75%,
our stemmer extracting root based on pattern and removing
affix and applying some rules. Table 11 shows the accuracy
between our stemmer Algorithm and three other stemmer
Algorithms.

Table 13: Our Stemmer VS. Other stemmer Algorithms

No. Algorithm Accuracy Year
1 Our stemmer | o5 6o/ 2020
algorithm
2 Alshalabi 92% 2005
Yaseen and o
3 Hmeidi 83.9% 2014
4 Al-Kabi et al. 75% 2015

Root Accuracy

120.00% - 95.60% 92%
> 100.00% o 83.90% g5y
® 80.00%
5 60.00%
S 40.00%
< 20.00%
0.00%

Our Alshalabi Yaseen Al-Kabi et
stemmer and al.
algorithm Hmeidi

Algorithms

Fig. 6 Root Accuracy Comparison

4.2 Model implementation

As we mentioned in paragraph 11, the model designed for
exploration in Arabic texts to discover knowledge consists
of the algorithm for extracting the root and parsing, its
outputs are considered inputs to the algorithm for
determining the entities within the original text.

4.2.1 The first algorithm implementation

The root extraction and parsing algorithm receive the
Arabic text of the Hadith of the Prophet as shown in figures
7, 8, 9 respectively had been processed all the words of the
Hadith, starting by identifying nouns and stop words, then
removing the suffixes and prefixes, and then putting them
in the appropriate pattern to extract the word root and then
performing the parsing process to determine the verb time
as shown below in tables 14,15,16.

Afflictions and the End of the World: ¢l s
Narrated Abu  Maryam C).\ o GRR camas by A Me GRS
‘Abdullah bin Ziyad Al- )_“ s ‘u_u\_\c Y )SJ }" Gha ‘(ﬂ\

Aasadi: b A G
When Talha, AzZubair and | >3- & 4 X ‘“; foa sl WA cgpad
*Aisha moved to Basra, "Ali J”j O (A ‘dﬂﬂy‘

sent ‘Ammar bin Yasir and
Hasan bin *Ali who came to
us at Kufa and ascended the
pulpit. Al-Hasan bin ‘Al

uJJLu;LJQc_\ua).a.\l\‘;\wb}
Mﬂ\wbm‘é:uaw}ﬂb
d}sgcwuﬂaj\ulss ).u.d\\.\’..as

was at the top of the pulpit
and "Ammar was below Al-
Hasan. We all gathered
before him. I heard * Ammar
saying, ""Aisha has moved
to Al-Busra. By Allah! She
is the wife of your Prophet
in this world and in the
Hereafter. But Allah has put
you to test whether you
obey Him (Allah) or her
(*Aisha).

uA dsu\ )LAS ?\5} so){s\ ‘_,,A ).I.I.AM
51308 Eiatd 4] iaidls o)
‘w\”w).a.dié\ujuﬁé%b u\
b ol e i Lo 235 40551 4]
‘;Lu_g LJJL\J Pl L)SS_S ‘U;YU L\.\ﬂ\

ot (sl 80) aladd (a8

Reference: Sahih al-Bukhari 7100

Fig. 7 Hadeeth No. 7100

Asking Permission:asiwy) UiS
dam.\ u\yY\ d).c\ <l

Chapter: To close the doors at night

Narrated Jabir:

Allah s Apostle said,
"When you intend going to
bed at night, put out the
lights, close the doors, tie
the mouths of the water
skins, and cover your food
and drinks." Hamrnam
said, "I think he (the other
narrator) added, 'even with
piece of wood across the
utensil.'

ur. ‘e\.«h 1.\.1&; mhr_ ‘;ﬂ UL"‘A Luéa
L;‘md\d)u‘)dudlﬁ"}\aupwh
mdﬂuc_uwn \,ma\"exu}w_w
Ay 1 K55 3y ‘}ssgj P
FE S R v FRES N PR TE

Mala e 2 sk 315" - (B ALl

Reference: Sahih al-Bukhari 6296

Fig. 8 Hadeeth No. 6296
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Table 14: Processed Hadeeth words No. 7100
Origi
DocN | HadeethN n Processe Inflectio | WordTypeA Verb Suffi
(1) 0 WordNo | Word d Word Pattern n r Root | Time | Prefix X
,J,d?
‘;:au
B ) (past
1 7100 1 [N s Jad Verb Jad s | verb) g
Stop
1 7100 2 e e Word a5 AllS
1 7100 3 il i Noun )
Stop
1 7100 4 & & Word i 55 A
1 7100 5 283k 2834 Noun o
1 7100 6 ] ] Noun s
1 7100 7 & B Noun )
7100 Jad
sk
) (past
1 67 dyd i Jlsd Verb Jad | verb) 4
;| 7100 68 i S Noun o
7100 J=d
g.au
o . (past .
1 69 A8 S sl Verb = L verb) S
1 7100 70 Al ala Jais Verb Jad ple
7100 Stop
1 71 56 46 Word a5 ALK
|| 7100 72 Oslh | Qi Verb i s &
7100 . . Stop
1 73 il il Word b 5 AalS
7100 Stop
1 74 ) ) Word il 51 ALK
Table 15: Processed Hadeeth words No. 6296
Doc | Hadeeth Orgin | Processed WordType | WordType VerbTim | Preffi
No No WordNo | Word Word Pattern Eng Ar Root e X Suffix
L;.;a\.a J=d
5 ) ) (past
8 6296 1 [FXES s Jad Verb Jad Gaas verb) 5
8 6296 2 Hla Hla Noun o
8 6296 3 & & Stop Word | <aisidal
8 6296 4 o o Stop Word | <ad i aalS
8 6296 5 e e Noun ol
8 6296 6 2lh 2l Noun .
8 6296 7 HINS I3 Noun )
8 6296 8 e le Stop Word | <adsidak
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8 6296 9 BUES BUES Noun ]
(sale Jad
) ) (past
8 6296 22 A5 35 Jabd Verb Jad a8 verb) &
d’j ¢
y ) (impera_w!
8 6296 23 I sale sle Jaé Verb Ji ale | tive verb) s
8 6296 24 Sl Sl Noun s
d,j ‘
. ) ) | (impera <l
8 6296 25 1850 4l U Verb Jeb sl | tive verb) s
8 6296 26 @y ) Noun aud
w €
(impera_!
8 6296 27 [PEYES e Jsd Verb = > | tive verb) I
8 6296 28 sladay sladay Noun )
8 6296 29 i Sl Noun -
8 6296 30 4l "y Osdl Verb Jed o s
8 6296 31 3 3 Stop Word | a5 4
8 6296 32 25 29 Noun ol
8 6296 33 Mot | bake Jss Verb b o= e :
Table 16: Processed Hadeeth words No. 6326
Doc | Hadeeth Orgin | Processed WordType | WordType
No No WordNo | Word Word Pattern Eng Ar Root | VerbTime | Preffix | Suffix
78 6326 1 s &da Jad Verb Jad &uas | (past verb) g
78 | 6326 2 Ye Ye Stop Word | i &S
78 6326 3 A A Noun o
78 6326 4 & & Stop Word | <adsiaals
78 6326 5 il g il g Noun -~
H H 9% @AL‘ LM
78 6326 6 Ul ey Jasl Verb Jad | (past verb) G
el Jad
. (imperative
78 6326 51 S = b Verb Jai Al verb) o
78 6326 52 &li) &li) Stop Word | «adsidal
78 6326 53 sl Hsaad) Noun o
78 6326 54 a5l PO Noun ]
78 6326 55 e sae Noun ol
78 6326 56 Sl &yl Noun T~
78 | 6326 57 g 23 Noun o)
78 6326 58 Q) Q) Stop Word | <dsi il
ak Jad
78 6326 59 e ) Jabd Verb Jad &= | (past verb)
78 6326 60 e e Stop Word | i sidals
78 6326 61 & o Stop Word | i sidals
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78 6326 62 S 5 Stop Word | i si i
: . abe Jad
78 6326 63 e Al (= Verb = els | (past verb)

Fig. 9 Hadeeth No. 6326

Invocations: <) seall AU
Chapter: Invocation during the Sala:ts3all 4 ¢ledll b

Narrated *Abdullah bin *Amr:

Abu Bakr As-Siddiq said to the
Prophet, "Teach me an invocation
with which I may invoke (Allah)
in my prayer." The Prophet (%)
said, "Say: Allahumma inni
zalamtu nafsi zulman kathiran
wala yaghfirudhdhunuba illa anta,
Faghfirli maghfiratan min indika

h)a;l u.i.m):u.'cul\.unh.\h
‘;ﬂ up s.‘u); L;uéa d\ﬁ cuﬂ\
OB s e e G Al
-4.::4.\!\‘;..4.) QJJAAS“)SJ@‘
ol e i Lo o0 06 &
‘5\).-4‘;544};3\;1.;_\‘5\.&;
oot Eaalla ) gl g8 06

as entities in the original Hadith text of nouns and verb

tenses.

4.2.3 Knowledge Exploration

Extracting knowledge from Arabic

text is

considered one of the main topic modeling in the field of
Natural Language Processing (NLP). It is a very important
task for IR and plays a significant role for researchers who

war-hamni,
Rahim."

yluyqn)wy,d)usu&ia
adm&a;_)su‘_;_)s:bsu.\\
PG I PREESP
o Ge iy le e OB "
sj)&uadh\mtauﬂ“ﬂ\
£l aie A aay- K 5 O

by ade ) s

innaka antalGhafur-

Reference: Sahih al-Bukhari 6326

4.2.2 The second algorithm implementation
The entity determine algorithm receives the output of the

extract root,

and parsing algorithm as inputs to specify them
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Fig. 10 Detectmg the nouns

concern about the Arabic language.

Our model can extract Arabic semantic relation that lies
between entities (past, present and imperative verbs).

As aresult, In figure 10, 11 present that our model capable
of detecting nouns and highlighting it with brown color , in
figure 12,13 The model detect past, present, and imperative
verbs and colors them in red, green, and blue, respectively.
If somebody asks: What are the things that the Prophet
Muhammad, may God bless him and grant him peace,
commanded us? Our model is capable of answering it as
shown in figure 14,15.

Fig. 11 Detecting the nouns
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5.Conclusion and recommendation

In this paper, we designed a model capable of
analyzing the text and extracting Arabic root and its
inflection from Arabic diacritic texts then extract Arabic
semantic relation between entities. By applying the
stemming algorithm, we achieved accurate results 95.5%
for extracting root and 95.4% for inflection, and the text
mining algorithm extract Arabic semantic relation that lies
between entities (past, present and imperative verbs and
nouns).

The presented model was applied to Sahih Al-Bukhari
book. This model is a convenient model for dealing with
Arabic diacritics texts from Arabic diacritics such as Quran
words, and books in Al Hadeeth Al Sharif and Poetry. Our
model is capable of answering many questions, such as
what are the events included in the Prophet’s Sunnah? What
did the Prophet Muhammad command us? Is it possible to
make the constructed Hadith dataset the source for
exploring knowledge to assist us in solving life problems?

Our future work improves stemming algorithm by
feeding it with more patterns, adding a rule to treat vowels
that are in the middle or end of a word and putting the words
into its pattern first, then extracting the suffix and prefix.
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