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Summary 
Text Mining which is known as text analysis, is defined as the 
process to extract the proper text patterns from the unstructured 
text data, which are collected from different written resources. 
The unstructured text data almost free and found in many 
different locations such as newspapers, books, the internet, etc. 
Text mining enables companies to naturally process information 
and create significant experiences by applied different Artificial 
Intelligence (AI) Algorithms. Thus, this leads these companies to 
make appropriate decisions in a data-driven business. In this 
article, review the main challenges and assessed the applications 
of major text mining techniques. The applications of each 
technique are thoroughly evaluated with comprehensive analysis. 
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1. Introduction 

Text Mining (TM) is the breakthrough of the computer 
of new or previously unidentified information, which is 
automatically extracting information from different written 
resources (such as natural language text) [1, 2, 3]. Other 
words, Discover useful new and previously unknown 
“gems” of information in large text collections. Text 
mining, also known as text data mining [4], Intelligent 
Text Analysis [5], Text Analytics [6] or knowledge 
discovery from textual databases [7], generally refers to 
the process of extracting interesting and non-trivial 
patterns or knowledge from unstructured text documents 
[8]. It can be viewed as an extension of data mining or 
knowledge discovery from (structured) databases [9]. Text 
mining is loosely characterized as the process of analyzing 
text to extract information that is useful for particular 
purposes. Compared with the kind of data stored in 
databases, the text is unstructured, amorphous, and 
difficult to deal with algorithmically. Nevertheless, in 
modern culture, the text is the most common vehicle for 
the formal exchange of information. The field of text 
mining   usually deals with texts whose function is the 
communication of factual information or opinions, and the 
motivation for trying to extract information from such text 
automatically is compelling—even if success is only 

partial [10]. 
Structured data is data that resides in a fixed field within a 
record or file. This data is contained in the relational 
database and spreadsheets [11]. The unstructured data 
usually refers to information that does not reside in a 
traditional row-column database, and it is the opposite of 
structured data. Semi-Structured data is the data that is 
neither raw data nor typed data in a conventional database 
system [12]. Text mining is similar to data mining, except 
that data mining tools are designed to handle structured 
data from databases or XML files, but text mining can 
work with unstructured or semi-structured data sets such 
as emails, full-text documents, HTML files, etc. [2].  Text 
mining is a new area of computer science research that 
tries to solve the issues that occur in the area of data 
mining, machine learning, information extraction, natural 
language processing, information retrieval, knowledge 
management and classification [13], 
clustering, concept/entity extraction, production of 
granular taxonomies, sentiment analysis, document 
summarization, and entity relation modelling (i.e., learning 
relations between named entities) building ontology [14]. 
In this review paper, the essential consideration on the 
technical challenges and comprehensive analysis of 
applications of all technologies of text mining which is 
highly beneficial for the new researchers. 

2. Technologies of Foundation  
There is a big difference between the human and computer 
languages but advances technologies which have 
commenced closing the gap. In natural language 
processing (NLP) field has developed technologies that 
teach computers the natural language. So they can easily 
understand, analyse, and even produced text [2]. Currently, 
in text mining searching for and model the hidden patterns 
and also handle the issues such as information extraction, 
classification, text representation and clustering [15]. 
Significantly, some technologies [2] are produced and also 
applied in the TM are described in details in [7] with their 
challenges and applications in the following sections. 
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2.1 Challenges of Information Extraction (IE) 

 Form the last several years, the majority of research 
focused on information extraction in English. The 
growing a large quantity of textual data in other 
languages results in shifting of the focus to non-
English information extraction and language-
independent “multilingual” information extraction 
technologies. Information extraction in languages other 
than English is, generally, more complicated, and the 
performance of non-English information extraction 
systems is normally lower. This is primarily because of 
the deficiency of core NLP factors and underlying 
lingual resources for various languages, but most of all 
due to the several lingual phenomena that are non-
existent in English, which contains, “inter alia” [18]: 

 Lack of whitespaces, which complicates word 
boundary disambiguation, “e.g., in Chinese” [18];  

 Productive compounding, which complicates the 
morphological analysis, as in German, whereas around 
10–15% words are combines whose decomposition is 
essential for higher-level Natural Language Processing 
[18]. 

 Complex proper name declension, which complicates 
named-entity normalisation. Typical for Slavic 
languages and exemplified in [20], which describes 
methods for lemmatisation and corresponding Polish 
person names.  

 Zero anaphora, whose resolution is crucial in the 
context of CO task. The typical for Slavic, Romance 
and Japanese languages,[19,21]; 

 There are a lot of languages, and for all languages, the 
processing tools are not available [17]. 

 A lot of done on information extracting which is more 
complex conceptions such as events, opinions, 
sentiments, entities, and relationships [17]. 

 Disambiguating extracted mentions (Entities over time 
and tracking mentions) is common because the text is 
inherently ambiguous, must disambiguate and merge 
extracted data, understanding, correcting, incorporating 
user feedback, explanations, and maintaining extracted 
information like provenance [17].  

2.1.1 Application of IE 

The large numbers of applications of information 
extraction used in the wide range of domains. The 
structure and particular type of information to be extracted 
depending on application requirements. The information 
extraction example applications are described below [22]: 
a. Biomedical: The researchers often require to sift 

through a huge amount of scientific articles to search 
discoveries associated with specific “genes, proteins or 
other biomedical entities”. To assist this effort, simple 
search based on keywords matching may not be 
sufficient because the biomedical entities often have 

ambiguous names and synonyms, so it’s very difficult 
to retrieve the accurate and relevant documents [30]. 

b. Financial professionals: The professionals often 
required to seek specific pieces of information from 
news reports to help their day-to-day decision making. 
For instance, “a finance company may need to know 
all the company takeovers that take place during a 
certain time span and the details of each acquisition”. 
Automatically discovering the important information 
from documents needs the standard information 
extraction tools such as named entity recognition and 
relation extraction [22]. 

c. The feasibility to found an automatic set of services 
aimed at associating weather forecasting with event 
detection and IE applying social media streams [24]. 

d. E-recruitment or job searching: The large number of 
user are using the information extraction technique for 
e-recruitment, or job searching and the number is 
increasing day by day across the world [25].   

e. Electronic Medical Records (EMRs): The medical 
Information recorded in (EMRs), clinical reports, and 
summaries have the possibility of revolutionising 
health-related research. Information extraction of EMR 
data can be used for disease registries, epidemiological 
studies, drug safety surveillance, clinical trials, and 
healthcare audits [17, 23]. 

f. The IE method applying to a corpus of conference 
announcement posted on conference web newsgroups 
[17, 26]. 

g. World Wide Web: The search engines have become 
an essential component of people’s daily lives, and the 
search behaviours of users are easy to understand now 
[22]. 

h. Extracts advertisements information form newspaper 
[27] and extraction the news Item from Web 
Newspapers in text mining [28]  

i. Newswire reports [17] 
j. Electronic mail [17, 29]: The information extraction 

techniques are also used for email data. Email is one of 
the easiest and common way of communicating via 
text. The estimation is that an average computer user 
receives 35 to 45 emails every day. Several TM 
applications need to take emails as inputs, such as 
email filtering, email routing, email analysis, 
newsgroup analysis, and information extraction from 
email.  

k. Digital Libraries (DL): The information extraction in 
digital libraries, “metadata” means is structured data, 
which helps the user discover and to process images 
and text documents [73]. With the “metadata” 
information, search engines can recover the needed 
documents more accurately. The scientists and 
librarians require to use substantially manual efforts 
and lots of time to produce the metadata for the text 
documents. “To relieve the hard labour, many attempts 
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have been made towards the automatic generation of 
metadata based on information extraction techniques” 
[32]. 

l. Personal Profile Extraction: Person information 
management is a significant topic in both the industrial 
and the research community. A person can have 
different but related types of information: person 
profile such as homepage, affiliation, position, portrait, 
documents, and publications), contact information such 
as an address, telephone, fax number, and email. 
Nevertheless, the data is commonly hidden in 
heterogeneous and distributed web pages [33]. 

2.2 Challenges of Topic Tracking 

The traditional methods of topic tracking specially 
used for event detection in the social media context, pose 
unique problems because of the distinguishing 
characteristics of textual data in social media such as 
follow [36]. 
Time Sensitivity: Unlike conventional textual data, the 
text in social media has real-time nature. Besides 
communication and sharing new ideas, users in social 
networks might post their views and feelings about the 
wide variety of recent events various times in the day [38]. 
“Users may want to communicate instantly with friends 
about What they are doing (Twitter) or What is on their 
mind (Facebook)”.   
Short Length: The majority of the social networks 
platforms limited the length of posts. For instance, 
“Twitter allows users to post tweets that are no longer than 
140 characters”. Unlike the standard text with a large 
number of words and their resulting statistics, short 
messages consist of few phrases or sentences. They can’t 
provide enough information for effective similarity 
evaluate, the basis of various text processing techniques 
[35].  
Unstructured Phrases: In contrast with well-written, 
structured, and edited news releases, social posts might 
include irregular, abbreviated words, polluted and informal 
content, a large number of meaningless messages, 
improper sentence structures, large amounts of spelling 
and grammatical errors, and mixed languages, which 
negatively affect the performance of the detection methods 
[36, 25]. 

2.2.1 Applications of Topic Tracking 

There are several applications where topic tracking can be 
employed, such as: 
 The topic tracking is commonly used in industries. 

Primarily, the industry can alert the companies anytime 
when the competitor is in the news. This method 
allows companies to know about the changes in the 
market or competitive products [2].  

 Radio broadcasts [34] 

 The businesses might want to track news on their 
products and own company [2]. 

 TV broadcasts [34] 
 Medical industry [2]. 
 Newspaper and journal articles [ 67, 37] 
 Education is the latest research area, which highly 

involves topic tracking [2]. 
 Newswires reports [34] 
 Social networks such as Facebook, Instagram, Skype 

and Twitter [36] 

2.3 Challenges of Summarization 
 The main problem in document summarization lies in 

recognizing the most significant parts of the text and 
the lesser one [39]. 

 The major problem in summarization is, the computer 
system is capable of identifying the places, people and 
time, but it still very complicated to instruct the tools to 
examine semantics properly and to interpret meaning 
[3]. 

 The new technologies are developing for information 
communication with the high speed, a huge number of 
e-documents (electronic documents) are on-line 
available, and the users are facing difficulty to discover 
relevant information. Furthermore, internet 
technologies have provided huge collections of text on 
a variety of stories. So, many users get exhausted 
reading a huge amount of text document that they may 
ignore reading the important and interesting stories. 
Hence, the robust text summarization is currently 
highly needed in this generation [39]. 

 The automatic summary generation has a lot of 
challenging issues such as temporal dimension, 
redundancy, sentence ordering, co-reference, etc. that 
required specific attention. When summarizing 
multiple text documents, thereby making this task 
more complex [39]. 

 The text summarization is very important and useful in 
other technologies, such as information retrieval, text 
classification and Question Answering [41]. 

2.3.1 Applications of summarization 

Email: Email-based text summarization is the kind of text 
summarization, were summarized the conversations of 
email. For communication, email is one of the effective 
ways because of its lack of cost, and speedily delivered 
[39].   
Personalized summaries (PS): PS contains personal 
information about the user. The users have different 
requirements, so such “systems after determining the 
user’s profile select the important content for generating 
the summary.” In update summaries, it is considered that 
users have the basic information about the specific story 
and needs only the current updates regarding the story [39]. 
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Text Summarization (TS): The TS and “Sentiment 
Analysis (SA)” together form “opinion mining,” and they 
work together for producing such summarizes. In such 
summarizes opinions are initially observed and classified 
on the basis of subjectivity “whether the sentence is 
subjective or objective” and then on the basis of polarity 
“positive, negative or neutral” [16]. 
Survey summaries (SS): The SS has acquired a normal 
overview of a specific story or topic. These are generally 
lengthy as they contain the most significant facts, 
regarding persons, places or any other entities., Wikipedia 
articles, biographical summaries and Survey summaries, 
all these summaries come under this class [39]. 
The summarizing news articles as a way to select 
sentences in an extractive summarization [40]. 

2.4 Challenges of Classifications 

 Feature vectors must acquire complex semantics of text.  
 Binary or numeric characteristics obtained from word 

of phrase frequency must be noise-free. 
 The structure of classifier like “Naïve Bayes” uses high 

dominance of model rather than hidden text 
characteristics thereby suppressing performance of the 
classifier.  

 Information retrieval systems experience diverse nature 
of texts with highly variable content, quality and length.  

 The performance of the machine learning model will 
be degraded if an ill-sampled data is presented to it 
while training and some classes are not observed by it.  

 During the training phase of the machine learning 
model, the attained knowledge often escaped from 
given real data and hence resulting in deterioration of 
performance.  

 The classification of text sometimes goes more 
subjective due to the presence of unknown classes and 
outliers. 

 The volume of training data plays a great role in 
learning a model. Training data must be labelled and 
big enough to cover all the upcoming classes.  

 Human labelers expressively bias the training data 
which may yield a wrong training of the model.  

 In-text classification issue consists of a huge number of 
closely related classes, for instance: “Google directory 
contains around two billion categories in a deep 
hierarchy hence, making it difficult to correctly 
classify the test data through machine learning”.  

 In the case of large volumes of training data, stemming 
and lower-casing may decline the performance of 
statistical ML methods. For instance: words like 
“oxygenate” and “oxygenation” yields “oxygen” as an 
outcome of stemming, thereby thrashing the real 
semantics of text. 

2.4.1 Applications of Text Classification 

News article classification: Classifying a huge amount of 
unclassified archival documents such as academic papers, 
legal records and newspaper articles. For instance, 
newspaper articles can be classified as “features”, “sports” 
or “news” [42]. 
Automatic email filtering: A lot of machine learning 
classification techniques are recently used to successfully 
detect and filter spam emails [43]. 
Webpage classification: The Webpages classification is 
the process of classifying web documents into predefined 
categories based on their content [44]. 
Word sense disambiguation (WSD): There were 
identified a range of linguistic phenomena such as 
“preferential selection or domain information” that is 
relevant in resolving the ambiguity of words [45]. 

2.5 Challenges of Clustering 

Sparse Feature Vector: The number of words being very 
less, the feature vector produced from the short text is 
normally sparse in nature. The sparsity of the feature 
vector is the main issue in clustering short text data, and 
resolving this issue is a challenging job. 
Synonymy’s: There is a couple or more words having a 
similar meaning. For example; words Beautiful, Attractive, 
Pretty, Lovely, Stunning have the same meaning. So it is 
also a challenging task to decide in which cluster such 
words would be placed especially in the case when such 
words are found in short texts. 
The identifying of distance measurement: The distance 
measurement (numerical attributes) which is used as a 
standard equations like “eucledian”, “manhattan”, and 
“maximum” distance metrics. All the three are special 
cases of “Minkowski distance”. But identifying the 
measurement for categorical attributes is very complicated 
[52].  
The number of clusters:  Identifying the number of 
clusters is a complicated task if the number of class labels 
is not known in advance. Carefully analyze the number of 
clusters is necessary to generate actual results. Else, it is 
found that heterogeneous tuples may combine or similar 
type’s tuples may be broken into many. This could be 
catastrophic if the method used is hierarchical. Because in 
the hierarchical method if a tuple gets wrongly combined 
in a cluster that action cannot be undone. While there is no 
perfect way to examine the number of Clusters. There are 
few statistics which helps to analyze the process such as 
the Cubic Clustering Criterion (CCC), the Approximate 
Overall R-Squared and the Pseudo-F statistic [52].  
Lack of class labels: For real datasets “relational in nature 
as they have tuples and attributes” the distribution of data 
has to be done to understand where the class labels are? 
[52]  
Database Structure: The real-life data may not always 
contain clearly identifiable clusters. Also, the order in 
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which the tuples are arranged may affect the results when 
a method is executed if the distance measures used is not 
perfect. With a structureless data (for e.g. Having large of 
missing values), even identification of an appropriate 
number of clusters will not yield good results [52].  
Database different Types of attributes: The databases 
may not necessarily contain distinctively numerical or 
categorical attributes. They may also contain other kinds 
such as “nominal”, “ordinal”, “binary” etc. So these 
attributes have to be converted to categorical type to make 
computation simple [52]. 
Selecting the initial clusters: For partitional technique, 
most of the methods mention k initial clusters to be 
randomly selected. The careful and comprehensive 
examination of data is needed for the same. Also, if the 
initial clusters are not properly selected, then after a few 
iterations, it is found that clustering may even be left 
empty [52]. 

2.5.1 Applications of Clustering  

Medical Field: In medical imaging, clustering analysis is 
very significant used to differentiate among different kinds 
of tissues and blood (PET Scans). The clusters also applied 
in the analysis of antimicrobial activity to analyze the 
patterns of antibiotic resistance [46].  
Business and Marketing:  Partitioning the general 
population of consumers into market segments and to 
better understand the relationship among various groups of 
customers can be done with the help of clustering and the 
analysis will be used by many of the market researchers 
[47].  
World Wide Web: In social networks, the clustering is 
significantly used to recognize communities within large 
groups of people.  Clustering may be used to create a more 
relevant set of search results compared to normal search 
engines like Google [48].  
Image Processing: The clustering is very importantly 
used in image segmentation to separate a digital image 
into distinct regions for object recognition or edge 
detection [49]. 
Social Science: Clustering is used in crime analysis to 
discover the areas where the larger incidences of specific 
kinds of crime. By identifying these “distinct areas” or 
"hot spots" where a similar crime has happened over the 
specific time period, in this way effectively manage law 
enforcement resources [50]. 
Education: In education, the clustering analysis is applied 
to identify the different groups of students or schools with 
similar properties. 
Climatology:  Clustering algorithms are applied in the 
analysis of weather and climate to identify discrete groups 
of “atmospheric and oceanic” structures and evolutions 
that happen more often than would be expected [51]. 

Bioinformatics: In bioinformatics, the clustering analysis 
is used to identify a gene, protein network and gene 
expression data. 
Customer Recommendation: In customer 
recommendation system objects are customers and 
attributes are products purchased by customers. This 
system is helpful to better understand the buying 
behaviour of consumers. So it can help to analysis which 
product is highly purchased in which region, age group etc. 
Compression of Data: Cluster analysis is useful in data 
compression. The information which is present in the data 
set is abstracted in clusters.  

2.6 Challenges of Text visualization 

To developed and design the proper visualization 
techniques are very complicated task, which as five major 
issues.  
Usability: The development of InfoVis has been driven by 
real-world applications and user requirements. Typically, 
the users are mostly involved with the “visualization 
system or toolkit” to achieve his analysis tasks. To 
facilitate the visualization, designers design an effective 
visualization toolkit /system, the scientists have designed 
the set of advanced empirical evaluation techniques and 
design study techniques, as well as several design theories 
[70]. 
Visual Scalability: The Visual scalability is defined as the 
capability of visualization tools to effectively display large 
data sets in terms of either the number or the dimension of 
individual data elements. Scalability is a fundamental issue 
for Information Visualization, especially with the boom in 
big data analytics [71]. 
Integrated analysis of heterogeneous data: The 
heterogeneous data are data from multiple sources and in 
varying formats. Integration and analysis of heterogeneous 
data are one of the most significant issues for versatile 
applications [72]. 
In-situ visualization: In-situ visualization incrementally 
produced visual presentations when new data arrive. The 
effective way to analyze and understand “streaming data”. 
The streaming data is defined as “data with a regular rate 
of flow through hardware”. Typical examples include log 
data such as search sensor logs and logs, periodically 
updated social media data (e.g., tweets), and stock data. 
Due to the rapid rate of incoming data, and the large size 
of the data stream model, analysis of such streaming data 
poses a big problem in visualization [70]. 
Errors and uncertainty: Real-world data sets often 
contain errors and/or uncertainties, for instance, noisy and 
inconsistent social media data provided by users every day, 
imprecise data from sensors, or imperfect object 
recognition in video streams. For instance, data 
transformation, data filtering, or data sampling may 
generate errors and inconsistencies into the visualization, 
which is another major source of uncertainty [69]. 
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2.6.1 Application of Text visualization 

 The information visualization is used by the 
government for identifying terrorist activities or to 
retrieve information about criminal and crimes that 
may have been previously thought unconnected. It 
provides them with a map of all possible relationships 
among suspicious activities [53].  

 Visualizing Social Networks 
 Social network detection 

2.7 Challenges Question Answering  

There are various challenges are present which plays a 
vital role in question answering system such as  
Question Classes: Various schemes are considered in 
answering questions. Based on the class, a question falls, a 
specific scheme can be used in answering it, and such a 
scheme may not work for another question of a different 
class. Hence, a complete understanding of what class a 
question falls is required to be able to answer questions 
correctly [55]. 
Question Processing: In “natural language”, the same 
question may be posed in various ways. The question may 
be asked “assertively” or “interrogatively”. The need to 
understand the semantics comes up, that is knowing what 
the query focus is before trying to discover a solution to 
the query. The whole act involved in discovering what 
category a question belongs to is known as “Question 
Processing” [54].  
Data Sources for QA: The answers to questions asked or 
posted to a question answering system are sourced from a 
knowledge base. The “base” or “source” must be relevant 
and exhaustive. It may be a collection of text documents, 
the web, or a database from where we can get the answers 
[56] 
Answer Extraction: The class of query asked informs the 
type of answer that will be extracted from any source a QA 
is using. So the required to understand and generate the 
expectation of the user from the question provided is the 
aim in “Answer Extraction” [57] 
Answer Formulation: Basic extraction can be sufficient 
for certain queries. For some questions, the solutions are 
extracted in parts from various bases which are then 
merged to answer asked questions [54]  
Real-time Question Answering: Real-time question 
answering needs instantaneous answers (replies) to 
questions posed in “Natural Language”. In cases where 
instantaneous replies are needed, the required to answer 
questions regardless of it complexity in seconds comes 
up,therefore the required for architectures that can 
generate valid answers in given time constraint [58]. 
Multilingual (or cross-lingual) question answering: 
“Cross-lingual QA” or “Multilingual QA” involves 
retrieving answers from sources various from the language 

the query was expressed. Different English Question 
Answering systems data sources exist, but some other 
languages still lack such resources, e.g. “Urdu, Hindi”[59] 
Interactive QA: Additional information about asked 
questions from users can help guide the question-
answering process. Therefore the require for an interactive 
system that is not boring in the sense that it relates back 
and clear doubts in case it discovers the question 
ambiguous [54]  
Advanced reasoning for QA: In advanced reasoning, the 
QASs does more than producing what it discovers in the 
dataset. It does more by learning facts and using reasoning 
to produce new facts which can be applied to better answer 
posed questions [54] 
Information clustering for QA: Retrieving precise 
information for simple questions has distorted to a tough 
and resource expensive act due to excessive information 
growth in the web. Clustering decreases the search space 
and by so doing reduce the workload of methods [54] 
User profiling for QA: The need to tailor QASs replies 
around the users that is asking the question is another issue. 
The intention of the user can be known by analyzing the 
user’s earlier queries. To do this, there is the required to 
develop the user’s profile [60] 

2.7.1 Applications of QUESTION ANSWERING  

Web applications: The companies can mostly applied 
Q&A methods internally for staff who are searching the 
answers for the common questions.  
Education: The question answering techniques are also 
used in education [2]. 
Medical: The Q&A techniques are very useful in the area 
of medical, where the people are frequently asked 
questions [2]. 
Banks, insurance and financial markets etc. [2] 

2.8 Challenges of Association rule mining 

There is a lot of challenges of ARM.  
 In a single level or multiple levels of association rules; 

the most significant problem is concerned with 
accurate data source in an appropriate data format. 
Which encoding technique should be applied to 
convert the transaction tables is a major problem 
because these encode tables are applied to support the 
concept hierarchy of multiple levels [67]. 

 The problem to develop/design techniques for 
multiple-level association rules to decrease the number 
of iteration and to achieve time efficiency. The time 
efficiency can be achieved by reduction of database 
scans at each level. The redundancy of association 
rules is a major problem in “association rule 
discovery”. 

 The techniques which have lower CPU overhead 
and decrease the I/O overhead associated with previous 
techniques are desirable. 
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 The ARM is to the finding of the usefulness of 
association patterns the task of decision making is 
found to be incorporated flawlessly within the 
“association mining process”. 

 Single access to data: In data streams, data are coming 
continuously with fast speed and in large volume. As a 
consequence, in many cases, it is impractical to store 
all data in persistent media and in other cases, it is too 
expensive to “randomly” access data multiple times. 
The main problem is to find frequent itemsets, while 
the data can only be assessed once [66].  

 Unbounded data: The characteristic of data streams is 
that data are unbounded. In comparison, storage that 
can be applied to find or maintain frequent itemsets is 
limited. The problem is to use limited storage to find 
frequent dynamic itemsets from unbounded data [66].  

 Real-time response: The data stream applications are 
commonly time-critical, there are requirements on 
response time. For some restricted scenarios, 
techniques that are slower than the coming data rate are 
useless. The issue is efficiently mine frequent itemsets 
in real-time [66]. 

2.8.1 Applications of Association rule mining 

Market Basket Analysis (MBA): MBA is the most 
common application of ARM that finds the relations 
between the items obtained by the customers [61,65]. 
Intelligent transportation system (ITS): ITS is 
innovative information technology, processor  technology  

integration  and switch  technology that  is  used  to  the  
entire  transportation  system.  ITS is build within the 
accurate, versatile role, actual time and well-organized 
integrated transportation controlling system [61].  
Web Log Data: The tremendous use of the internet has 
completed the automatic knowledge extraction from web 
log files [62] 
Identification of Frequent Disease Data: The mining is a 
process of describing or extracting interesting information, 
“information” or “patterns” from data in a huge database 
[63]. 
Computer-Aided Diagnostic System (CAD) of Breast 
Cancer: With the extensive application of computer and 
knowledge, the quantity of data generated by many 
disciplines has enlarged quickly. In  order  to  mine  
valuable  knowledge  from  that  data,  DM or TM 
techniques  are  recycled.  By using data removal methods, 
hopeful results have been obtained in the treatment, 
diseases diagnosis, image examination, drug growth, organ 
transplantation, scientific study etc. [64].  
Recommender frameworks: “Recommender systems are 
designed for offering products to the potential customers”. 
Collaborative Filtering is known as a common way in 
Recommender framework, which offers recommendation 
made by similar users in the case of entering time and 
previous transactions [68]. 
Web utilization mining, interruption recognition, 
Continuous generation, and bioinformatics. 

Table 1. Comprehensive analysis of Text mining Application

Name Of Applications IE TT SUM CLASS CLUS CL InfoV Q&A RM NLP 

MEDICAL           
FAQ's 

 

  
 

 
 

 
 

 
 

Drug design 
 

   
  

   
 

New treatment  
 

   
 

  
  

Biomedical Research 
 

   
 

   
  

Patient Record / electronic medical 
records (EMRs), 

  

  
 

  
 

 
 

Computer Aided Diagnostic (CAD) 
System for Breast Cancer 

        
  

BUSINESS           
Competitive Examination  

  

      
 

Media impact / Examination  
 

       
 

Current Awareness  
 

       
 

Intellectual property infringement 
  

  
 

    
 

Customer Recommendation System        
 

   
  

Customer support for FAQ's 
 

 
   

   
  

Social network detection       
 

  
 

Content personalization          
 

Business Marketing  
 

  
 

   
  

GOVERNMENT           



IJCSNS International Journal of Computer Science and Network Security, VOL.20 No.12, December 2020 

 

145

 

Homeland security: finding terrorist 
networks 

  

  
   

  
 

Law enforcement: crime prevention 
  

  
   

  
 

Intelligence analysis 
 

       
  

Security Application 
 

  
  

    
 

Banks, insurance and financial markets 
 

  
 

   
   

EDUCATION           
Research on a topic  

   

     
 

Citation analysis 
 

   
 

 
 

  
 

FAQ's 
 

  
  

  
 

 
 

Education Data Mining  
 

  
 

  
 

 
 

Social Science / Twitter  
 

  
 

    
 

Climatology     
 

    
 

Computer Science  
 

  
 

    
 

Spatial Data Analysis     
 

    
 

Survey Summarizing   
 

      
 

Sentiment / opinion mining   
 

      
 

Web Search 
 

  
  

  
   

Conference Announcement 
  

        
 

Digital Libraries 
 

        
 

OTHER           
TV & Radio Broadcast 

  

       
 

Data visualization   
 

   
 

 
  

Human Resource Management   
 

      
 

Electronic mail 
 

 
  

     
 

Person Profile Extraction 
 

 
 

      
 

Weather forecasting 
 

        
 

Word sense disambiguation (WSD)    
 

     
 

Advertisements information form 
newspaper 

  

 
 

     
 

Compression of Data     
 

    
 

Newswires reports  
 

       
 

E-recruitment, / Job Searching 
 

        
 

Journal Articles  
  

      
 

Questioning in Natural Language        
   

Multilingual 
     

  
   

 
Color Denoted Name Full Name 
 IE Information Extraction 
 TT Topic Tracking/Detection 
 SUM Text Summarization 
 CLASS Classification (Categorization) 
 CLUS Clustering  
 CL Concept Linkage 
 InfoV Information Visualization 
 Q&A Question Answering  
 ARM Association Rule Mining 
 NLP Natural Processing Language 

3. Conclusion 

Text Mining is considered as AI technology that aims to 
extract, analyse, and process a tremendous amount of 
unstructured text data to be used invaluable business 
insights companies. Internet is an example of Written 
resources that generate daily an enormous amount of 
unstructured text which needs to be transferred into 
readable and understandable information to the machines.  
This review provided a brief introduction about the Text 
Mining, terminologies and its process for both the text 
mining and information extraction with a variety of its 
techniques and applications to understand the basic 
concepts. In addition to this, review paper has explored in 
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detail the variety of related research areas with their used 
applications, and challenges. Text analysis is a new trend 
of artificial intelligence that grows rapidly with many of 
improvement in its applications and technology. 
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