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Summary 
Biomedicine, health care, and life sciences have recently 

played a significant role in data and information-intensive science. 
Particularly in the area of bioinformatics and computational biol-
ogy, there is tremendous growth in data that could be noisy data, 
multidimensional, unstructured data or structured data, and the di-
versity of highly complex data. Therefore, a specific modelling 
and integrative analysis system is required. The present study fo-
cuses on developing a conceptual framework using deep learning 
approach to predictive modelling of diseases in bioinformatics us-
ing data from genome sequences. Initially, the data is pre-pro-
cessed using Min-Max Standardization approach where it cross 
verifies the missing value and data scaling has been performed. 
Second, the significant features are selected using random forest 
method and it gets extracted using the deep learning-based auto-
encoder method. Third, the data classification has been done with 
the help of XG-boost classifier technique. At last, the performance 
of suggested model has been tested using TCGA-PANCAN da-
taset then compared the performance with traditional method in 
terms of precision, recall, f-measure, accuracy, success rate, F-
score and error rate.  
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1. Introduction 

Machine learning (ML) technique and computational 
intelligence (CI) is primarily applied to mining of data from 
huge set of data especially in the field of bio-molecular data 
[1], [2]. On the other hand, to predict and attain the some 
significant from bio-medical data via ML method. Here, 
ML prediction performed based on the behavior of neuron 
cell [3] that has been applied to bio-informatic data which 
differentiate the prokaryotic organisms then afterwards its 
used to various bio-informatics issues; for example prote-
omics, biological evolution, genomics, gene expression 
analysis, system biology, genomics and some other bio-in-
formatics domains. Subsequently, ML and CI approach 
have also been applied to sequencing and reconstruction of 
genomes, identification and extraction of gene structures [4], 
[5], to the genome-wide identification of genes involved in 

genetic diseases [8], to identify RNA structural elements [9], 
analysis and identification of regulatory non-coding DNA 
elements [6], [7], to splice site prediction [11], to multiple 
alignments of bio-sequences in phylogenomics [13], to 
model haplotype blocks [10], to the detection and interac-
tions of gene to gene of human diseases [12] and some other 
genomics issues. In the literature, some of the researcher 
suggested statistical and theoretical approach; however, the 
resulted output is not satisfactory with specific to measure 
of efficiency. Some of them stated that ML will be effective 
method for mining significant features via learning proce-
dure that is applicable to huge and complex high dimen-
sional data sets [14]. Even for this method, the disease pre-
diction of genome sequence is becomes more complex [14]. 
For resolving this issue, there a need of effective ML 
method that require to predict and analyze the complex the 
data with high precision value [15]. A study by Sindhu [17] 
recommended hybrid method namely soft computing and 
data mining techniques by predicting or recognizing human 
diseases whereas it could be effective toward attain data in 
huge volume of data [16].  

 
Especially, supervised ML method is effective method 

for disease prediction [18]. So, the present study relies on a 
supervised learning-based approach for data analysis of ge-
nomic sequence and predicts trends of diseases, particularly 
cancer disease with the highest precision of classification. 
 

This study has been well organized into six section. 
Especially section 2 presents the concepts and theory back-
ground of ML in bioinformatics. Section 3 describes the 
proposed research methodology, whereas it summarizes the 
input data source, data pre-processing, feature selection, ex-
traction, classification methods, and evaluation metric of 
genome sequence. Section 4 presents the simulation results, 
average measure of error rate and accuracy measurement. 
Section 5 summarize the obtained results and compared 
with traditional method and concluded in section 6.  
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2. Machine learning in bioinformatics 

Generally, ML approach learn the data pattern or 
rules of complex data in automatic manner especially 
for prediction and data representation problems, instead of 
explicitly defining them on the basis of prior domain obser-
vation or knowledge extraction. Even though a dramatically 
expanding number of AI procedures have been applied to 
take care of testing related issues, the trouble of model un-
derstanding is a hindrance that keeps on causing delay in 
using AI in specific zones. Moreover, the ongoing appear-
ance of profound realizing, which is considered as a discov-
ery, makes the trouble all the more testing, regardless of its 
exceptional prescient presentation in numerous applications 
[19]. A Machine learning calculation is seen as a subset of 
man-made brainpower where the consistent examination of 
calculations and real models are utilized. It successfully 
achieves a specific undertaking relying upon examples and 
derivation without using express rules. AI calculations use 
preparing information for settling on choices without being 
modified to complete the undertaking [20].  

In the post-genome period, when the size of genomic 
information keeps on extending, specialists are confronting 
the challenges to oversee and comprehend the immense 
measure of information [21]. Computational calculations 
are being created to utilize genomic grouping information 
while the greater part of the information examination cen-
ters around overpowered measurements [22]. In the course 
of recent years, a progression of AI (ML) calculations have 
been created, and effectively applied in the field of bioin-
formatics [23], [24]. One effective use of ML on bioinfor-
matics is quality capacity explanation which allocates qual-
ity philosophy terms to unannotated qualities [25], [26]. 
Moreover, ML assumes a critical function in uncovering 
quality collaborations [27], for instance, multifactor dimen-
sionality reduction (MDR) utilize ML ways to deal with 
identify high request hereditary cooperations [28]. ML has 
likewise been applied in populace hereditary qualities, dif-
ferent ML calculations have been produced for the induc-
tion of segment narratives, populace size, recombination 
rates and examples of populace parting and movement [29]. 
Random forest (RF) calculation, which is an alleged gath-
ering tree calculation, was utilized for disease arrangement 
just as tumor biomarker distinguishing proof [30]. This is of 

incredible criticalness for the early discovery and treatment 
of tumors. At present, improvement of ML examination 
techniques in bioinformatics become speedier and more ad-
vantageous, because of the accessibility of universally use-
ful ML libraries including Scikit-learn, TensorFlow and 
Keras et al. It gives better occasions to non-PC bio-scien-
tists to have the option to effectively deal with organic in-
formation and find new information. 

3. Research methodology 

In the present study, we have assumed three machine 
learning technique namely, deep learning-based autoen-
coder, random forest method and XGBoost classifier 
method. Here the deep learning technology is used for the 
reduction of dimensionality i.e extraction of significant fea-
tures. Then the features were selected via random forest 
method and XGBoost classifier is used to classify the can-
cer type. In our research, the classifier XGBoost correctly 
identified the type of cancer of BRCA, COAD, KIRC, 
LUAD and PRAD. Finally, the performance of the sug-
gested model has been tested using TCGA-PANCAN da-
taset then compared the performance with traditional 
method in terms of precision, recall, f-measure, accuracy, 
success rate, F-score and error rate. The simulation has been 
done with the system configuration of Intel(R) Core (TM) 
i7 processor with 16 GB of RAM running 64-bit Windows 
10 Operating System and Deep Learning libraries based on 
Python programming. The conduction of this study as,  

 First, a real word and publicly accessible data sets 
pertaining to cancer disease (genome sequence 
data from TCGA dataset) is used and to predict the 
disease status using the genomic sequence.  

 Second, we adopted a Random Forest Classifier 
(RFC) approach for features selection.  

 Third, we applied Deep learning based Autoencod-
ers with hierarchical learning processes to fore-
casting the clinical events with respect to their in-
ternal validity and precision, where it will improve 
patient care. 

 At last, we have validated the results and compared 
the results with traditional method in terms of ac-
curacy, precision, FP rate, Recall, F1 score, suc-
cess rate and error rate.  

The implementation process flow of the proposed disease 
predictive scheme is illustrated in figure 1. 
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Figure 1: Proposed system architecture

 

3.1 Data source  

The proposed predictive model performance has been tested 
using TCGA-PANCAN dataset. The input data as Cancer 
Genome Atlas (TCGA) program is a collection of clinico-
pathological annotation data with multi-platform molecular 
profiles of over 11,000 human tumours from 33 different 

types of cancer. This data is compatible with cancer ge-
nomics research independent of the TCGA program and 
provides incentives to use clinical  
 
comparisons for unparalleled scale analysis of cancer biol-
ogy. The TCGA-PANCAN dataset consists of 801 in-
stances (rows) and 20531 attributes (columns) [31]. Further, 
in the dataset, the instances (samples) are stored in row-wise. 
The attributes that are variables of each sample are the 
RNA-Seq levels of gene expression calculated by the illu-
minated HiSeq platform. The partial view of dataset is rep-
resented in Table 1. 

Table 1: Partial view of the data set 
Sam-
ples/gene 

gene_
0 

gene_1 gene_2 gene_3 gene_4 
gene_
5 

gene_6 gene_7 
gene_
8 

gene_9 
gene_1
0 

gene_1
1 

gene_1
2 

sample_0 0 
2.0172
09 

3.2655
27 

5.4784
87 

10.432 0 
7.1751
75 

0.5918
71 

0 0 
0.5918
71 

1.3342
82 

2.0153
91 

sample_1 0 
0.5927
32 

1.5884
21 

7.5861
57 

9.6230
11 

0 
6.8160
49 

0 0 0 0 
0.5878
45 

2.4666
01 

sample_2 0 
3.5117
59 

4.3271
99 

6.8817
87 

9.8707
3 

0 
6.9721
3 

0.4525
95 

0 0 0 
0.4525
95 

1.9811
22 

sample_3 0 
3.6636
18 

4.5076
49 

6.6590
68 

10.196
18 

0 
7.8433
75 

0.4348
82 

0 0 0 
0.4348
82 

2.8742
46 

sample_4 0 
2.6557
41 

2.8215
47 

6.5394
54 

9.7382
65 

0 
6.5669
67 

0.3609
82 

0 0 0 
1.2758
41 

2.1412
04 

sample_5 0 
3.4678
53 

3.5819
18 

6.6202
43 

9.7068
29 

0 
7.7585
1 

0 0 0 
0.5154
1 

0.5154
1 

2.5167
97 

sample_6 0 
1.2249
66 

1.6911
77 

6.5720
07 

9.6405
11 

0 
6.7548
88 

0.5318
68 

0 0 
3.1739
27 

1.4767
96 

3.0238
41 

sample_7 0 
2.8548
53 

1.7504
78 

7.2267
2 

9.7586
91 

0 
5.9521
03 

0 0 0 
0.4418
02 

0 
2.4058
56 

sample_8 0 
3.9921
25 

2.7727
3 

6.5466
92 

10.488
25 

0 
7.6902
22 

0.3523
07 

0 
4.0676
04 

1.4113
18 

1.2528
39 

2.5799
77 

sample_9 0 
3.6424
94 

4.4235
58 

6.8495
11 

9.4644
66 

0 
7.9472
16 

0.7242
14 

0 0 0 
1.2041
41 

2.2963
11 

sample_10 0 
3.4920
71 

3.5533
73 

7.1517
07 

10.253
45 

0 
8.3012
58 

0 0 0 0 
1.9995
67 

3.3819
62 

sample_11 0 
2.9411
81 

2.6632
76 

6.5616
9 

9.3762
93 

0 
7.8603
23 

0.7541
18 

0 0 
2.4496
41 

1.0214
09 

3.1530
92 

sample_12 0 
3.9703
48 

2.3642
92 

7.1454
43 

9.2406
05 

0 
7.8107
58 

0 0 0 
1.1220
1 

1.5659
87 

2.6982
63 
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3.2 Data Pre-processing 

In our research, the clinical data is pre-processed in four 
phases such as checking for missing value, Feature scaling, 
Feature selection and feature extraction. The detailed expla-
nation is given as follows. 

3.2.1 Checking for missing value 

The first step of pre-processing is to check for the missing 
value in the dataset. We have analysed the TCGA-PAN-
CAN dataset. As a result, we found that the dataset does not 
contain null elements. All values in the dataset are numeri-
cal values.  

3.2.2 Feature scaling (Normalization) 

Once the dataset has been checked with the missing values. 
It is processed for the next preprocessing step called feature 
scaling. The feature scaling is also called as data scaling. 
The data needs to be scaled before modelling. In our re-
search, data scaling is carried out using the Normalization 
technique. All the data points in the TCGA-PANCAN da-
taset are scaled using the Min-max Normalization technique 
[32]. The Min-max Normalization technique will change 
the distribution shape of the data [33]. The numerical range 
value of the data feature is converted to the lower scale and 
fit between 0 and 1. The following formula is utilized to es-
timate the normalization z,  

z ൌ
x െ min ሺxሻ

maxሺxሻ െ min ሺxሻ
 

Where, 
Z – Normalization 
x - Set of observed value 
maxሺxሻ – Maximum value 
minሺxሻ – Minimum Value  

3.2.3 Feature Selection and extraction ap-
proach  

The feature selection is a filter process, used to pick the 
most important element from the dataset. The feature selec-
tion is used to improve accuracy, reduce overfitting and to 
reduce training time [34]. In this study, the random forest 
algorithm is used for feature selection and identifies the im-
portant features automatically from the dataset. The tree-
based technique utilized in the random forest algorithm will 
rank and enhance the purity of the node [35]. Then the im-
purity is decreased from the tree using the mean technique 
called gini impurity. In addition, random forest technique 
takes only a small subset of features rather than all features. 
Further, in the mathematical theory of communication, the 

concept of information theory is used by the random forest 
method to pick the most significant feature by looking into 
a prediction variable.  
The feature extraction is also known as dimension reduction. 
The feature extraction is a method to reduce dimensionality 
by reducing the original set of raw information to more 
workable processing groups. Here for the dimension reduc-
tion, the Deep learning autoencoder technique is used [36]. 
Autoencoders are a specific type of neural network struc-
tures in which the output is identical to the input [37]. In 
order to learn the incredibly low-level interpretations of the 
input data, autoencoders are educated or trained in an unsu-
pervised way. The selected features from the random forest 
are then transferred to the neural model auto-encoder to 
minimize the dimension. The 205 attributes feature from the 
TCGA-PANCAN dataset is reduced to 12 principal features 
using the neural model auto-encoder technique. Figure 2 
shows 5 labels that can be linearly separated with features 
12 reduced dimensions. 

Figure 2: Feature Extraction 

3.3 XGBoost classifier method  

Once the data is pre-processed, it is necessary to train the 
data to accurately predict the results. For training the data, 
we need a supervised machine learning classification algo-
rithm. In our research, we have used XGBoost classification 
algorithms to train the data [38]. Once the data is trained, 
learnt data is sent to the testing phase; the splitting ratio of 
TCGA-PANCAN dataset for training is 80%, and testing is 
20%. The classifier predicts, where the patient has BReast 
CArcinoma (BRCA), COlon Adenocarcinoma (COAD), 
KIdney Renal Clear-cell carcinoma (KIRC), LUng ADeno-
carcinoma (LUAD), or PRostate Adenocarcinoma (PRAD). 
In brief, 640 features are used for training and 161 features 
used for testing. Detailing of cancer classes are given as fol-
lows, BRCA cancer type used 238 features for training and 
62 features were used for testing. Similarly, for COAD can-
cer type, 69 features were used for training and nine features 
used for testing. Whereas for KIRC cancer type, 106 used 
for training and 40 features used for testing. Further, for 
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LUAD cancer type 121 used for training and 20 used for 
testing. Furthermore, for PRAD cancer type, 106 used for 
testing and 30 used for testing. Table 2 represents the split 
training and testing data ratios in detail. 

Table 2: Split data in a ratio of 80% for training and 20% 
for testing 

Cancer classes Train count Test count 
BRCA 238 62 
COAD 69 9 
KIRC 106 40 
LUAD 121 20 
PRAD 106 30 
TOTAL 640 161 

3.4 Performance evaluation metric 

The performance has been evaluated using precision, recall, 
f-score, success rate, error rate, accuracy. The resulted out-
come has been compared with the traditional method (arti-
ficial neural network, decision tree and Bayesian approach).  
The term precision is measured by average number of pos-
itive predictions divided by the overall number of predicted 
positive class values. Here the low precision may also indi-
cate as a great number of false positives. The worst is 0.0, 
whereas the best precision is 1.0. The mathematical repre-
sentation of precision score is also defined as, 
 

Prec ൌ
TP

TP ൅ FP
 

Rec ൌ  
TP

TP ൅ FN
 

ACC ൌ  
TP ൅ TN

TP ൅ FP ൅ TN ൅ FN
 

FPR ൌ ୊୔

୘୒ା୊୔
 = 1െSP 

ERR ൌ
FP ൅ FN

TP ൅ TN ൅ FN ൅ FP
 

Where, 
ACC – Accuracy; TP – True Positive 
TN – True Negative; FP – False Positive 
FN – False Negative; Prec - Precision 
REC – Recall; ACC- accuracy 
FPR- false positive rate; SP – Specificity 
ERR- Error rate.  
 
The term recall (REC) clarifies that the model sensitivity in 
the way of finding the positive class. It is also called as the 
True Positive Rate (TPR) or Sensitivity. It evaluated as the 
ratio of true Positive to the total amount of true positives 
and false negatives. Recall is viewed as an indicator of com-
pleteness of the classifiers. Most False Negatives suggest a 
weak recall. The best recall is 1.0, while the worst is 0.0. 
The mathematical representation of recall is written as, 

The F-measure, which is the harmonic mean of recall and 
precision, is also known as the F1-score. The range for the 
value of F-Measure is from 0 to 1. The high score is re-
flected by F Measure's high value. The F1 Score is also 
known as the F Rating or the F Index. The F1 score, to put 
it another way, expresses the balance between precision and 
the recall. The F-measure formula is given below. 
 

F1 ൌ 2 ൈ
Precision ∗ Recall
Precision൅ Recall

 

Where, 
F1 – F- measure 
Accuracy (ACC) is measured as the number of accurate pre-
dictions divided by the total dataset number [39]. Accuracy 
identifies the positive classes and negative classes of the 
model. It calculated as the ratio of the total of real positive 
and real negative to entire samples (true positive and false 
positive, true negative and false negative). The accuracy 
rate is signified as closed to their real output. The best ac-
curacy is 1.0, while the lowest is 0.0. It can be determined 
by 1-ERR as well. The Accuracy formula is given below. 
The False Positive Rate (FPR) is measured as the number 
of wrong positive predictions divided by the total negative 
number. With respect to the proposed model, the false pos-
itive rate (FPR) is the number of people without the disease 
but reported as having the disease (all Positive), divided by 
the total number of people without the disease (including 
both false positive and True negative). It could also be 
measured as 1 – specificity. The worst false positive rate is 
0.0, and the best false positive rate is 1.0. The False Positive 
Rate (FPR) formula is given below. 
Error rate (ERR) is the sum of all incorrect predictions di-
vided by the total number of the data. It is measured as two 
incorrect predictions of total number of disease (False Neg-
ative and False Positive) divided by total number of a data. 
One of the most common and logical measures extracted 
from the confusion matrix are error rate (ERR) and other is 
Accuracy (ACC). The best error rate is 0.0, and the worst is 
1.0. The Error rate (ERR)) formula is given below. 

Table 3: Connotation in terms of our predictive model 
Term Meaning 
TP A person has diseases, and the model correctly predicted that 

a person has the disease 
TN A person does not have diseases, and the model correctly pre-

dicted that a person doesn’t have the disease 
FP A person does not have diseases and the model wrongly pre-

dicted has that person have the disease 
FN A person has diseases and the model wrongly predicted has 

that person does not have the disease 

 
The confusion matrix is a good preference to report results 
in n-class classification issues because the relationship be-
tween the classifier outputs and the true ones can be ob-
served. In other words, the confusion matrix provides a ma-
trix as output and defines the model's full performance. Us-
ing confusion matrix, the True Positive (TP), True negative 
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(TN), False positive (FP) and False negative (FN) were cal-
culated. Table 4 provides the detailed description of the 
confusion matrix and the actions carried out against each 
technique.  

Table 4: Confusion Matrix 
CLASS Y N 

Y 
True positive 

(TP) 
False negative 

(FN) 

N 
Fasle positive 

(FN) 
True negative 

( TN) 

 
1. TP: Classified or identified correctly. 
2. FP: Classified or recognized incorrectly. It reflects the 
error type I. 
3. FN: wrongly ignored. It reflects the error type II. 
4. TN: correctly ignored.  

4. Experimental setup and Results 

In this research work, an effective disease predictive 
modelling in medical application is implemented in python 
using four machine learning techniques - Min - Max Stand-
ardization, Random Forest, Deep learning autoencoder and 
XGBoost classifier. The study's experimental findings were 
all performed on a computer with a high visual interface 
configuration and operating system setup. The experiment 
is conducted on the test machine configured with Intel (R) 
Core (TM) i7 processor with 16GB of RAM running 64-bit 
Windows 10 Operating system. The data transformation 
and model training was executed using python 3.7 software. 
The detail of the system configuration is represented in ta-
ble 5.  
 

Table 5: System Configuration 

 

While a confusion matrix contains all information of 
the outcome of a classifier, they are rarely used for reporting 
results in Brain-Computer Interfaces (BCI) field because 
they are difficult to compare and discuss. Instead, certain 
parameters are usually removed from the confusion matrix. 
Below is a valuable table that provides a summary of error 

forms in both the class distribution in the data and the clas-
sifiers expected class distribution. Below table 6 provides 
the detailed description of the confusion matrix and the ac-
tions carried out against each cancer. 

 

 

Figure 3: The predictive model evaluation using the Confusion matrix 

The five cancer types such as BReast CArcinoma (BRCA), 
COlon Adenocarcinoma (COAD), KIdney Renal Clear-cell 
carcinoma (KIRC), LUng ADenocarcinoma (LUAD), and 
PRostate Adenocarcinoma (PRAD) were evaluated and pre-
dicted using a confusion matrix. The Number of data used 
for testing the cancer type such as BRCA, COAD, KIRC, 
LUAD and PRAD is 62, 9, 40, 20 and 30, respectively. The 
details of all cancer type test data are explained in chapter 
3. Here in terms of the confusion matrix, our predictive 
model predicted 62 number of BRCA cancer type, it means 
it predicted 100% correctly. Similarly, for COAD cancer 
type, true positive is 9. It means for COAD cancer type also 
our predictive model predicted 100% correctly. Whereas for 
KIRC, LUAD and PRAD cancer type, Prediction of true 
positive is 38,19 and 29. Our model has predicted almost 
95% correctly. The detailed portrayal is given in table 6. 

Table 6: Actual vs Prediction values 
Predicted 

Actual 

 BRCA COAD KIRC LUAD PRAD 

BRCA 62 0 0 0 0 

COAD 0 9 0 0 0 

KIRC 1 0 38 1 0 

LUAD 0 0 1 19 0 

PRAD 0 0 1 0 29 

 
The performance of the proposed system is examined by 
contemplating the actual and predicted classification. The 
framework suggested consists of three approaches such as 

System Specifications Configuration Details 

System Type 64 bit, Windows 10 Operating system 

Processor Name Intel (R) Core (TM) i7 

RAM 16 RAM 

Python 3.7 
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random forest, deep learning autoencoder and XGBoost 
classifier. All three approaches are performed to obtain the 
performance metric. The Accuracy, Precision, Recall, F1 
score, Success rate and Error rate are calculated in the per-
formance metric. Below is a detailed description of the per-
formance metric and the actions carried out against each 
confusion matrix. Figure 4 represents the performance eval-
uation for the proposed model.  

 

Figure 4: Performance Metric 

While comparing the performance metric for the predictive 
model, we achieved 97.52 % of accuracy, 4.0% of FP_ rate, 
97.68% of precision, 97.33% of recall, 97.5% of F1-score, 
95.03% of success rate and 4.97% of Error_rate. The per-
formance in term of accuracy, precision, recall and F1-score 
is efficient. Error_rate and FP_rate are less. Hence, we can 
conclude the predictive model is efficient. Now, let us com-
pare genome sequence in Bioinformatics in term of the ac-
curacy of the proposed technique with the previous research 
technique. Table 7 represents the comparison table. 

Table 7: Comparison Table of Predicit Model Vs Existing 
Model 

S.no Author Accuracy 

1. Piecemeal & Adenoma,(2007) 92% 

2. Zhu et al., ( 2020) 85.6% 

3. Proposed Model 97.52 % 

 
The performance metric accuracy result of genome se-

quence in Bioinformatics disease is compared with different 
existing machine learning technique. Where, Zhu et al., 
(2020) obtained an accuracy of 85.6% whereas Piecemeal 
& Adenoma, (2007) predicted accuracy of 92% and our pro-
posed model predicted accuracy of 97.52%. We found that 
our proposed model provides a better result when compared 
to other studies, accuracy results. Figure 5 represents the 
performance comparison chart for the proposed model vs 
existing model. 

 

Figure 5: The performance comparison chart for the pro-
posed model vs existing model 

5. Discussion  

Once the TCGA-PANCAN cancer dataset is trained 
and tested, and it is sent to the evaluation of the metrics. The 
metric is evaluated using a confusion matrix and perfor-
mance metric. Using the confusion matrix values such as 
true positive, true negative, false positive and false negative 
were calculated. Whereas, using the performance metric, 
the accuracy, FP_rate, precision, recall, F1 score, success 
rate and the error rate were calculated. The output perfor-
mance of the proposed model is evaluated using the actual 
classification value and predicted classification value. 
False positives are no recurrence that was defined by the 
classifier as recurrence. False negatives which are labelled 
as no recurrence by the classifier are recurrence. The con-
fusion matrix is a good choice to disclose results in classifi-
cation issues of n-class since it is possible to observe the 
relationship between the classifier outputs and the true ones. 
The confusion matrix, in other words, provides a matrix as 
output and determines the maximum performance of the 
model. The True Positive (TP), True Negative (TN), False 
Positive (FP), and False Negative (FN) were determined us-
ing a confusion matrix. The confusion matric result is eval-
uated using actual and prediction values. The actual data 
used to test types of cancer such as BRCA, COAD, KIRC, 
LUAD, and PRAD are 62, 9, 40, 20, and 30. Our predictive 
model predicts data to be 62, 9, 38, 19, 29, respectively. The 
model effectively predicted the cancer type. 
 

The performance metric is determined by enforcing 
actions against each confusion matrix. The performance of 
the proposed system is examined by contemplating the ac-
tual and predicted classification. The Accuracy, Precision, 
Recall, F1 score, Success rate and Error rate are calculated 
using the performance metric. Comparing the performance 
metric for the predictive model, we achieved 97.52 percent 
accuracy, 4.0 percent FP rate, 97.68 percent accuracy, 97.33 
percent recall, 97.5 percent F1-score, 95.03 percent success 
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rate and 4.97 percent error rate. The performance is efficient 
in terms of precision, accuracy, recall, and F1-score. Error 
rate and FP rate are lower. While comparing the perfor-
mance metric for the predictive model, we achieved 
97.52 % of accuracy, 4.0% of FP_ rate, 97.68% of precision, 
97.33% of recall, 97.5% of F1-score, 95.03% of success rate 
and 4.97% of Error_rate. The performance in term of accu-
racy, precision, recall and F1-score is efficient. Thus, we 
can conclude that the predictive model is accurate. 

6. Concluding remarks  

In this paper, we presented three different algorithms 
that have been developed for TCGA-PANCAN cancer da-
taset. We have especially applied random forest classifier 
for feature selection and identifies the important features 
automatically from the dataset. Subsequently, the feature 
extraction method was applied the to reduce dimensionality 
of genomic data by reducing the original set of raw infor-
mation to more workable processing groups. Here for the 
dimension reduction has been done via deep learning auto-
encoder technique. Also, we have extracted the significant 
features and classified the types of cancer such as BRCA, 
COAD, KIRC, LUAD, and PRAD using genomic sequence. 
The outcome has been compared with the traditional 
method (genome-scale metabolic model, artificial intelli-
gence) in terms of sensitivity, specificity, accuracy, f-score, 
success rate and error rate. Simulations have been per-
formed using Python programming language. The model is 
trained on a significantly large amount of data and we have 
assumed different parameters. This model is also capable to 
overcome the data overfitting and then to import the signif-
icant extracted information to deep learning training phase. 
So, there is a better chance of generalization which keeps 
the model stable. The model ends up with the accuracy of 
97.52%, 4.0% of FP_ rate, 95.03% of success rate and 
4.97% of Error rate and an average precision, recall, speci-
ficity and f1-score as are 97.68%, 97.33% and 97.5% re-
spectively.  
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